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Abstract
We report the results of two experiments (one fielde laboratory) through which we
examine the impact of general information and deiciformation on the quality of self-
assessment (“calibration”) in various tasks andilieek conditions. We find a strong
positive effect of naturally available informatiofboth general and specific) on
calibration in the field experiment. We also idgnta positive effect of specific
information separately in the laboratory experimeiiaybe unsurprisingly, in both
experiments it is the unskilled who improve theatileration most. Our results suggest

that the unskilled may not be doomed to be una@hiredeed they are).
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1. Introduction

The so-calledunskilled-and-unaware problemnwas first identified by psychologists
Kruger and Dunning (1999). The authors conductédth students, several experiments
in which subjects were asked to estimate theirtiveastanding (ranking) and absolute
performance (score) in various tasks. The autrdestified, both for reported rankings
and scores estimates, three regularities: (i) meophked at the bottom of the skills
distribution overestimated their ranking/score) fliose ranked at the top of the skills
distribution underestimated their ranking/scorg) (hese miscalibrations were typically
highly asymmetric in that many more unskilled owtireated their ranking/score and
often did so quite dramatically. Kruger and Dunn{th§99) argued that the unskilled also
lack the metacognitive ability to realize their angpetence and were thus afflicted by a
double-curse. The termnskilled-and-unaware problertypically refers to the large
miscalibration ¢verconfidence of the unskilled, and implicitly to the asymmetiy
miscalibration between the unskilled and the stille

The claim drew significant attention. As we writieist article, scholar.google
documents more than 400 citations for Kruger andring (1999). Not surprisingly, a
number of follow-up studies were subsequently coteth and various explanations
provided (e.g., Krueger and Mueller 2002; Bursoarrick, and Klayman 2006; Krajc
and Ortmann 2008). In a recent article, Ehrlingehnson, Banner, Kruger, and Dunning
(2008) addressed the concerns of some of theicxand asserted that the unskilled-and-
unaware problem remains alive and well.

The problem of miscalibration, or biased self-assesnts, is also of eminent
interest to economists. Camerer and Lovallo (1988)example, showed that people are
largely overconfident when entering laboratory negskwith payoffs depending on their
relative skills. Their paper, too, has garneredcificant attention. As we write this
article, scholar.google documents more than 30&ticits for Camerer and Lovallo
(1999).

In the current manuscript, we report the resulsnoexperimental investigation of
the impact of various types of information on mlgwmation in situations — such as in
Kruger and Dunning (1999) and Camerer and Lovall899) — where subjects, for



reasons that are in dispute (e.g., Krajc and Onn2898), may start out with biased self-
assessments. Our study — a field experiment in lwhie embedded a laboratory
experiment — contributes to a better understandinghe circumstances under which
biased self-assessments might occur, and how trepe undone. In passing, we address
a question that Juslin, Winman, and Olsson (20@épntified as being in need of an
answer: what, if any, is the relationship betwealibcation in general-knowledge tasks
and calibration in skill-oriented tasks, the twojongaradigms of overconfidence studies
in psychology.

Subjects in our two experiments demonstrate, omageg initially overconfident
behavior. We show, however, that information im@®\calibration, especially of the
unskilled. This reduces the unskilled-and-unawaablem over time, as conjectured in
Krajc and Ortmann (2008). We also identify an iaegting design problem that seems
inherent in overconfidence studies and that nelerstudy nor other studies so far have
successfully addressed. Our results on the rekdtipnbetween calibration in general-
knowledge tasks and calibration in skill-orientadks do not warrant strong conclusions
and remains a question in need of an answer.

The present paper is organized as follows. Firstowefly review the literature
concerned with the unskilled-and-unaware problethratated issues such as the issue of
representative stimuli. In the third section, wetiraie and detail our research objectives
and research strategy. In the fourth section, weudis the design and implementation of
the experiments. In the fifth section, we preshetresults. In the last section we discuss

our results and the design problem mentioned earlie

2. The unskilled-and-unaware problem and related sues — a brief literature review

As mentioned, the results and conclusions of Krugedt Dunning (1999) did not go
unchallenged. For example, Krueger and Mueller 220fbntested those results when
they showed that the use of the unreliable measwasses the measured ability to

regress toward the mean, which induces overestmdtinderestimation) in the lower

L “Unreliability” of a measure denotes the imperfect correlation betagaredictor variable and a criterion
variable. In this case, estimated percentiles are not a penfeldble measure of real percentiles. Lack of
reliability in a test makes the highest (poorest) perfornoers less (more) able than they are.



(upper) part of the distributiohln addition, to explain the asymmetry, the authossd
the presence of the better-than-average effectghef by a majority of people that they
are better than the average). This strikes us lassathan persuasive argument since it
makes the explanandum into the explanans.

Burson, Larrick, and Klayman (2006) introduced tdgkculty into the unskilled-
and-unaware problem. Specifically, they demonsirateat the degree of over- and
underconfidence depends on the task difficultyebd their results were similar to those
in Kruger and Dunning (1999) for easier tasks (wdabBymmetry in over- and
underestimation). For harder tasks, Burson andch#eagues found, in contrast, less
overestimation of the unskilled and more underedion of the skilled. In fact,
asymmetry in over- and underconfidence disappeéveccven was reversed — more
underestimation among the skilled than underesiimatmong the unskilled) in
experiments with harder tasks.

Ehrlinger, Johnson, Banner, Kruger, and Dunnir@0® addressed some of the
guestions about the earlier work of Kruger and Dogr(1999) by using financial and
social incentives and real-world situations; thégoacontrolled for the unreliability of
measures. Despite these changes in experimentdrmaptation, they replicated the
pattern observed in Kruger and Dunning (1999) dadrestimation of their skills by the
unskilled and underestimation of their skills by thkilled, with miscalibration much
more dramatic for the unskilled than the skillecalhtreatments. Ehrlinger et al. (2008)
also searched for the cause of the identified rilsadion in percentile ranking. Using
counterfactual regression analysis, they exploms more accurate information on own
scores and the scores of others would have improakoration in rankings. It was found
that, overall, knowing their own score would hawpled subjects more than knowing
others’ scores, but the two types of informatioruldchave had approximately the same
effect on the skilled. Thus, it was shown that tiglled and the unskilled are
differentially affected by information.

Krajc and Ortmann (2008) offered an alternativelaxation of the unskilled-and-

unaware problem: They constructed a simple moaslshows that the unskilled, rather

2 Several authors have proposed models of miscalibratEedhzn subjects making random errors in
judgment. For example, Erev, Wallsten, and Budescu (1964)ext a general model that assumed that
subjects’ confidence was a function of true judgments awd. er



than being more unaware than the skilled, faceugiter inference problem which, at
least partially, explains the alleged lack of metattive ability of the unskilled. Their
model is based on two assumptions. First, theyncthat students’ skilfs- at least in the
studies of Kruger and Dunning (1999) and Ehrlingerl. (2008) — have a bounded J-
distribution? Second, the authors assume that the self-assesgrmress involves
unsystematic noiseThus Krajc and Ortmann (2008) use computatiomaukitions to
generate patterns of miscalibration similar to éhosported by Kruger, Dunning, and
their collaborators. The results suggest that tiekilled may indeed be unaware but that
it is not necessarily for a (relative) lack of negignitive skills.

Krajc and Ortmann (2008) also discuss the conustionder which they expect
the unskilled-and-unaware problem to disappearyTdmjecture, as do Camerer and
Lovallo (1999), that feedback is likely to ameliarahe miscalibration problem.

Camerer and Lovallo (1999) introduced skill-deperideankings and rank-
dependent payoffs into a market entry experimerd ahowed that people enter
excessively into laboratory markets, suggestingrawdidence. This result has been
contested by Elston, Harrison, and Rutstroem (20060 showed that neither non-
entrepreneurs nor entrepreneurs were overconfideatit their skills in market entry
games. In contrast, the wannabe-entrepreneurginsgiimple were.

The contradictory results of Camerer and Lovall®@9@) and Elston et al. (2006)
suggest that Camerer and Lovallo (1999) may noehaad enough relevant control
variables such as measures of risk aversion aricedeswin which Elston et al. (2006)
used; they also suggest that the specifics ofubgest pool matter. Of particular interest
is the finding that entrepreneurs seem to have lwadibrated reasonably well. This

finding is in line with results on the performanckexperts in domains as diverse as

% Students are typically used in studies of the unskilledearadvare problem.

* A J-distribution is a distribution with a monotonigatiecreasing convex pdf describing a relatively large
number of the unskilled and a decaying upper tail for kiiled. Krajc and Ortmann (2008) argue that the
samples used in earlier studies quite likely satisfiedabgsimption; they also show that this assumption
can to some extent be weakened and that it is easy to accthwit inamework for legacy cases (i.e.,
applicants who happen to be children of alumni and therefight be admitted even when their grades
might not warrant it), etc.

® This assumption is often used in the literature (Emgy, Wallsten, and Budescu, 1994). Krajc and
Ortmann (2008) argue that noise is likely to be correlate farniliarity (and hence feedback about one’s
own standing) with a particular domain. “If one doeskmmtw one’s relative standing in a particular
context, one is likely to use one’s self-assessment ftber domains as a proxy, which adds to the error.”
(Krajc and Ortmann, 2008)



weather forecasting (e.g., Murphy and Winkler, 198brse race betting (e.g., Johnson
and Bruce, 2001), and games of skill and chancle asidridge (e.g., Keren, 1997).

In our view, the issue of calibration is also funaantally linked to the issue of
representativeness of stimuli in experiments (e.@igerenzer, Hoffrage, and
Kleinbolting, 1991; Dhami, Hertwig, and Hoffraged@). Juslin, Winman, and Olsson
(2000) showed, with a meta-study based on 130 skitg that the so-called hard-easy
effect (overconfidence more common for samples witard questions and
underconfidence more common for samples with easgtegpns) in general-knowledge
tasks appears typically only in studies that use-representative stimuli (e.g., selected
alternatives for comparison), as does overconfideblsage of non-representative stimuli
offers an interesting explanation of the resulthe- dependence of calibration on task
difficulty — in Burson, Larrick, and Klayman (2006)lowever, this explanation is not
uncontroversial, as Klayman, Soll, Gonzales-Vallgjod Barlas (1999) showed that the
degree of overconfidence varied across domains,wgst not a function of domain
difficulty.

Importantly, Juslin et al. (2000) identified thdateonship between calibration in
general-knowledge tasks and calibration in skileoted tasks — the two major paradigms
of overconfidence studies in psychology — as oneeied of an (empirical) answer.

3. Motivation and research hypotheses

It is our main goal to study the impact of varidyges of information on miscalibration
(the unskilled-and-unaware problem). Krajc and @rim (2008) have conjectured that
(lack of) information about own ability and abii§ of others plays an important role in
miscalibration; indeed there is some evidence fretated judgment and decision tasks
that supports this conjecture (e.g., Duffy and Hopk2005; Engelmann and Strobel,
2000).

We distinguish two kinds of informatiorgeneral informationand specific
information General information is here understood as allndaeiral information that is
generally accessible to all participants. In oumperkments, this includes gossip,
inferences from study group impressions, or inglasntributions of others. This



information can be thought of as noisy, less rédiatr “soft.” In contrast, specific
information is here understood as the informattaat ts given to participants directly and
privately. In our experiments, it is the informatiabout the students’ past performance
(both absolute and relative), which can be thoudhds “hard” information, or explicit
“feedback.”

Our research hypotheses regard the impact ofwbetypes of information on
miscalibration:

Hypothesis 1General (soft) information decreases miscalibmatio
Hypothesis 2Specific (hard) information decreases miscalibrateven more

To test these hypotheses, we conducted two expetin(Experiments 1 and 2).
Experiment 1 was a field experiment: we comparedtenm and final exam predictions
of a newly constituted class in a real-world settiihis experiment addressed primarily
the general information hypothesig\lthough specific information was also present in
Experiment 1, it was impossible, due to the natifréhe field situation under study, to
disentangle its impact from that of general infotiora In turn, Experiment 2, a
laboratory experiment that was embedded in thed figkperiment, addressed both
hypotheses.

Note that both experiments were not marred by stisielection problems as our
participants were “pseudo-volunteers” (see Eckeal &rtossman, 20006).A possible
disadvantage with pseudo-volunteers is that thgestdomay simply not be interested in
participating in the experiment (Harrison and Rwistn, 2007, especially fn. 79). In light
of the time our experiments took and the substifiancial incentives we provided, as
well as our observation of our pseudo-volunteemiduict, we do not believe that we

have to worry much about this possible disadvantage
4. Experimental design and implementation

4.1. Experiment 1 (the field experiment)

® We hasten to admit that, although our subjects were psaldoteers, they were highly selected along
some dimensions, and the selection process that broughttthéhe experiment (wanting to become a
Ph.D. student at CERGE-EI) was related to experimental taskg¢ micro exams and adding numbers).
Studying the effects of that selection was, of course, ffasthat we were interested in (e.g., Krajc and
Ortmann 2008). More on this below.



Each year, CERGE-EI in Prague (Czech RepublicYesvselected students from Central
European countries, and countries further Eastheéopreparatory semester (prep), and
then admits the best of them for graduate studised on their results in the prep. Prep
students are likely to have been among the be#tdin college classes in their home
countries. When students arrive at CERGE-EI, theyeminimal information about the
abilities of others (although they might anticipateat kind of people has been invited to
the prep semester and although they might understeat the quality of the education
systems from which the class is recruited differislely). Prep students represent a
suitable subject pool for investigating the issdeself-assessment under incomplete
information (as regards composition of the samatejvell as increasingly more complete
information (acquired over timé).

During the prep semester, students typically take tourses: microeconomics,
macroeconomics, mathematics, and English (academimng). In each of the four
courses, they have a midterm exam, a final exawh,ragular homework. For our field
experiment, we have used students’ self-assessmants performance in the
microeconomics course.

Specifically, in Experiment 1 we asked studentthef microeconomics course to
predict their performanéeboth on an absolute (score) and relative scaleé¢péle), in
the midterm and final exams. Students made thesdigbions twice for the midterm
exam (in week 1 of the preparatory semester, andeiek 5 right before the midterm
exam), and once for the final exam (in week 9 rigkfore the exant).Appendix C
illustrates the timeline of Experiment 1.

A total of 49 (respectively, 52) students made rtipgedictions about midterm
performance in week 1 (in week 5), and 45 (51)ha&fsé students participated in the
midterm exant® A total of 46 students made their predictions abthe final

"We did a pilot experiment with prep students in 2004.iWéntified the unskilled-and-unaware problem
in the data. The magnitude of the effect decreased toward tod #redsemester in the pilot study, too.

8 Ferraro (2005) used in-class exams to study the relatjfphstween incompetence and overconfidence.
He concluded that overconfidence in inversely proportianabmpetence (performance). Thus, he
essentially confirms the results of Krueger and Dunnin§4)L.9

° Complete instructions to Experiment 1 are available at titprie.cerge-ei.cz/krajc

10 Altogether 53 students wrote the midterm exam but 2lpesame to the exam after the questionnaires
with predictions had been collected.



performance in week 9, and 45 of them wrote thalfexam'' For each question, the
participant with the best prediction was paid 5®KC? All participants were told that
their predictions would not affect their grades émak no one but the researchers would
see the data.

Since Experiment 1 was realized at three diffepamtts in time (weeks 1, 5, and
9), it allows us to observe the evolution of theeleof miscalibration over time under the
influence of general information alone (weeks 1aB)l general and specific information
jointly (weeks 5-9). At each point in time we meilicalibration in each subject’s own
score (“What is your prediction of your own score the midterm [final] exam in
microeconomics?” — henceforth referred to as “sgaed percentile rank (“What do you
think is the percentage of people in the group wilbperform better than you on the
midterm [final] exam in microeconomics?” — hencéforeferred to as “percentile”).
Over time, students could be assumed to acquirergkmformation about their absolute
and relative standing in the microeconomics coarse other courses. Additionally, they
received specific information about their relatia@d absolute standings after the
midterm exam.

The first question allowed us to measure over- amdkerestimation of subjects’
own ability. With the second question we measuli&d, Kruger and Dunning (1999),
percentile ranking. Experiment 1 featured a realldveetting with high stakes (at least
for prospective Ph.D. students coming from Certitalope and further East) and natural
information (both of the general and specific kindje did not give our subjects any
artificial feedback; they only received the naturdbrmation communicated during such
a course: homework grades, midterm results, digiodh of midterm scores, etc. They

also received indirect feedback from other classescommunication with their peers.

4.2. Experiment 2 (the lab experiment embedded irhe field experiment)

1 Altogether 46 students wrote the final exam. One stuziene to the exam after the questionnaires with
predictions had been collected. One student did not stibeniinal exam booklet. There was one student
who wrote the final but did not write the midterm exam.

12 At the time 20.50 CZK was equal to $1 and the averageyheage was approximately 100CZK. Thus,
payments were clearly non-trivial.



Experiment 2 was a laboratory experiment conduatetivo stages. In each stage, we
used two tasks (for the timeline and general strecsee Appendix C.

Task 1 Participants had to sum, within a 3-minute timnat, sets of five 2-digit numbers
without the use of calculators (see also Niedemhk desterlund, 2007, and Bruegger and
Strobel, 2007). This task is a skill-oriented téaslathematical skill).

Task 2 Participants had to answer, within a 2-minuteetihmit, a quiz containing 20
two-alternative general knowledge questions (widelestigated in psychologyf.In
Stage 1, we asked for a comparison of the populabib pairs of European Union
countries (“Which of the following two countries sha larger population?”) while in
Stage 2, in order to avoid learning, we asked foormparison of the population of pairs
of the 50 most populated countries in the worldhis task is a general-knowledge task
(knowledge of geography).

A total of 49 (respectively, 45) students partitguhin Stage 1 (Stage 2) of this
experiment. Stage 1 (Stage 2) lasted 25 (20) nmsnukdl participants were paid
according to their performance in the experimehe @verage payoff was 177 CZK (313
CZK) in Stage 1 (Stage 2).

Stage 1 was conducted during week 1 of the prepgraemester and Stage 2 at
the end (week 9) when students could be assumbdvi® more information about their
relative standing in the group (hypothesis derieral informatiof). We did not tell our
subjects during Stage 1 that Stage 2 would follslvinstructions were read aloud.

In Stage 1, after providing a brief general intrciibn to the experiment, we
asked our subjects to fill in a short questionngmge, gender, and background —
mathematician or economist). Then we continued Wiginstructions. We explained the
first task — summing 5 two-digit numbers — and gameexample. The subjects were
informed that for each correctly solved problenytivuld be paid 5 CZK. Afterwards,
we distributed sheets with 22 summing problems gae our subjects 3 minutes to
solve as many of these problems as possible. TWwenasked subjects to provide

estimates of their own score (“How many summingbfgms do you think you solved

13 Complete instructions are available at http://home.cerge-ebjz/k

14 E.g., for review see Juslin, Winman, and Olsson (2000)

15 By learning we mean that some people, motivated by Stagth& ekperiment, could learn the
population of the EU countries and thus we wouldieidily change the knowledge and might get non-
representative data.

10



correctly?”), and of their percentile ranking (“Whdo you think is the percentage of
people in the group who performed better than ypu3ubjects providing the most
accurate estimates to each of these questionspaat&00 CZK. Subjects were informed
about this earnings possibility beforehdfd.

We then explained the second task: comparing pbpnlasizes of pairs of
European Union countries. The subjects were rewdawd¢h 5 CZK for each correct
comparison of 20 pairs of countries they did witRBiminutes. Subsequently, we asked
them again to provide estimates of their absoluid eelative performance. These
guestions allowed us, in analogy to the questiansxperiment 1, to measure over- and
underestimation of subjects’ ability and percentieking.

Stage 2 was similar to Stage 1, with the followath@nges. First, we increased the
incentives to 10 CZK for each correctly solved stngrproblem in task 1’ Second, we
changed the reference class in task 2 and use8Qthmost populated world countries
instead of the countries of the European Unionrdihin task 2 we gave our subjects 40
general knowledge questions keeping the rewarddorect answer constant (5 CZK),
thus effectively doubling the incentives similattytask 1. Fourth, in Stage 2, one half of
the participants received for each task feedbackutaltheir absolute and relative
performance at stage 1 (own score, percentilefladroup average score). Subjects for
the feedback treatment had been randomly seleirteal gtratified mannefj just before
each task. Therefore, in addition to some indi(eetural) feedback acquired from the
micro, macro, and math results from the midtermmexand homework, some subjects
received specific feedback. The specific feedbdtdwad us to investigate how the
strength of the feedback influences calibrationgbthesis 2°

6 We understand that students could intentionally undeoime to improve their predictions. To minimize
this effect, we told students that ties in predictions lwélbroken according to performance. We did not
see, or find in the data, any evidence of intentional underpgance.

" Because the time gets scarcer towards the end of the semedesides to increase the incentives for
our subjects. We doubled the reward for correct answeltage 2 of Experiment 2. The analysis of the
high and very high payoff treatments in Rydval and Ontm&004) suggest that this increase does not
matter in any significant way.

18 |n line with their performance in Stage 1, we sortedesbjinto four quartiles and randomly selected
half of the subjects in each quartile for the feedback treatmen

9 In addition, we asked our subject to provide, togetligir tire score and percentile estimates, also
predictions/estimates of the average score in each stage ahgariment. Finally, we asked participants
of Stage 2 of Experiment 2 to provide additional préalist for minimum and maximum scores achieved
in each task.

11



In Experiment 2, unlike in Experiment 1 where stimmaterials were given by
the instructor of the class, we used tasks thaiwal us better control for the
representativeness of stimuli. First, we clearlgcsired the classes of questions (the so-
called reference classes: all two-digit numbensc@lintries in the European Union, the
50 most populated countries in the world). Secevelyandomly chose the numbers and
country pairs from the corresponding referenceselssThus, we presented our subjects
with representative samples of problems as sugdebie previous research (e.g.,
Gigerenzer, Hoffrage, and Kleinbolting, 1991; Dhamdertwig, and Hoffrage, 2004;
Juslin, Winman, and Olsson, 2000).

Incentives play an important role in various typésstudies (see Camerer and
Hogarth, 1999; Rydval and Ortmann, 2004). In Experit 2, we used tasks that are
responsive to higher effort (e.g., for general klemlge employing more cues, as
suggested by Gigerenzer, Hoffrage, and Kleinboltir891) and therefore we expect that
monetary incentives will increase the accuracy ey answers and thus also the
measured ability. To motivate the subjects to ginswers as precise as possible, we used
a linear incentives scheme.

Because of the number of participants, we had tkenaachoice between using 2
feedback treatments or 2 incentives treatments.eVigence in Cesarini, Sandewall, and
Johannesson (2006) suggests strongly that, atiledisé present context, incentives are
of lesser importance than feedback. We therefocaldd to use two feedback conditions,
which is not ideal but was the best we could doeurtlde circumstances.

Note that task 1 in Experiment 2 is more skillseoted while task 2 is more
knowledge oriented. Because of the different natdirihe tasks, we are able to observe
how the distributions of skills and knowledge diffend how they are related to each

other, if at all.

6. Results

In this section we report, and discuss, summaryissts and hypotheses tests for

Experiments 1 and 2. Tables and figures referrethtthis section can be found in

12



Appendix A and Appendix B, respectively. The timeliand structure of the experiments

are summarized in Appendix C.

6.1. Experiment 1

To recall, Experiment 1 involved subjects makingeéhpredictions about their absolute
and relative performance in two exams. Midterm tézh 1 (M1) was collected in week
1 of the preparatory semester; midterm predictidiv2) was collected in week 5 right
before the midterm exam; final prediction (F) wadlected in week 9 right before the
final exam.

Table 1 shows the summary statistics for the stdjjeactual performance
(“Actual Score”) and predictions (“Predictions”)lIAcores have been rescaled to the 0-
100 range for comparability. Subjects made preahstifor their own score (“Score”) and
the percentage of subjects with a score higher thaims (“Percentile”). As seen from
Table 1, subjects, on average, exhibit overconfidethe average predicted percentiles
are significantly smaller than 0.5. Additionallyykgects are miscalibrated in terms of
absolute performance (scores) although one coglgeathat that measure is confounded
by the fact that it is ultimately the instructor evliletermines the task difficulty and
grading, thus in this context this measure is gtiably less value.

We describe miscalibration by two measures: (i)restmation, defined as the
difference between the predicted and the real vafiiiee corresponding scof®and vice
versa for percentile¥; and (ii) absolute deviation, defined as the alisolalue of the
difference between the predicted and the real value

Overestimation in scores describes subjects’ ovdidence regarding their
absolute performance, while overestimation in petitess describes overconfidence in
relative standings. The absolute deviation measigscribes miscalibration more
generally: even in the absence of significant ostaretion, absolute deviation may

20 For example, if one’s own score is 14 and one’s egtimione’s own score is 16, then we observe a
positive number (2) which means overestimation of ooefs score.

L In the case of percentiles, a positive number means overéstimabwn relative ranking
(underestimation of number of percentage of better perforpgogle). E.g., if one’s real percentile
ranking is 0.2 and one predicted that 0.1 of people wifoperbetter — that person would have a positive
number here.

13



capture considerable miscalibration since over- amderconfidence might cancel each
other out.

Table 2 summarizes overestimation and absoluteatieni for predictions M1,
M2, and F. We formed overestimation and absoluteatien variables for each subject
and tested the hypotheses of mean overestimatidmean absolute deviation (MAD)
being equal to zero. The resulting means and pegdior the overestimation and absolute
deviation variables are given in Table 2. Positvel significant mean overestimation
and absolute deviation are observed in all prezhsti implying, on average,
overconfidence and general miscalibration in alisadind relative performance.

However, as seen from Table 2, overestimation oresxc decreases over time
from 33.41 (M1) to 29.22 (M2) to 14.28 (F). Simligroverestimation in percentiles
decreases from 0.23 (M1) to 0.20 (M2) to 0.11 (Fhe MAD in scores and percentiles
also decreases over time, with a less significdwainge from M1 to M2, and a more
significant one from M2 to F. Thus, both overcoefide and general miscalibration are
affected by information as predicted. The changenfM1 to M2 is due to the general
information students obtained from course work anchmunication with their peers,
while the (more substantial) change from M2 to Flige to both general and specific
information obtained after the midterm scores afldtive standings have been revealed.

Table 3 presents the results of statistical pagvasmparisons of miscalibration
in scores and percentiles between M1 and M2, M1Rrahd M2 and F. For each pair of
predictions, we compare both the average overestimaand absolute deviation
measures of miscalibration using the paired tdast Cohen’s d effect size statistics. The
cells where the comparison yields a significanfedénce are shaded gray.

Between predictions M1 and M2, overestimation irores decreased at a
relatively weak significance level, and the effeie is small (p=0.139, d=0.17). At the
same time, absolute deviation decreased significanith a small to medium effect size
(p=0.027, d=0.28). As for miscalibration in percks, the decrease in overestimation is
small (p=0.247, d=0.096), while the decrease irokibs deviation is significant, with
small effect size (p=0.030, d=0.15). Thus, althotlglé general information acquired
between M1 and M2 leads to a relatively small amglgnificant decrease in average

14



overestimation, it does improve overall calibratisignificantly both for absolute
performance and relative standings.

Between predictions M1 and F, there is a largeltaghly significant decrease in
overestimation of scores (p=0.001, d=0.88), whefeapercentiles the significance level
is moderate, and the effect size is medium (p=0.189.46). The mean absolute
deviation in scores decreases significantly, witarge size effect (p=0.000, d=1.06); in
percentiles, the decrease in percentiles is atgtifiant, with a medium to large effect
size (p=0.042, d=0.61). Predictions M1 and F apaissed by the largest time span, so
the largest impact of information (both general amecific) on miscalibration is
expected in this pair of predictions. Calibratiom absolute performance improved
significantly, with both average overestimation atice MAD strongly decreasing.
Calibration in relative standings improved over@he MAD decreases strongly), but
only moderately in terms of overestimation.

Between predictions M2 and F, overestimation invesgalecreases significantly,
with a large effect size (p=0.001, d=0.75), whileeestimation in percentiles decreases
insignificantly, with a medium effect size (p=0.384=0.35). The MAD behaves
similarly, with a large and significant decrease sicores (p=0.001, d=0.76), and a
medium and insignificant decrease in percentile® (86, d=0.42). Between predictions
M2 and F, subjects acquired both general and speaformation (midterm scores)
about their absolute and relative performance, efoee, as expected, calibration
improves stronger than between M1 and M2 in alledisions.

The prevalence of overconfidence, and the rolenédrmation in decreasing
miscalibration, is illustrated in more detail bygkie 1. Figure 1 shows the predicted
exam scores and percentiles as functions of reakscand percentiles for each of the
three predictions. Solid squares (midterm predictib), empty squares (midterm
prediction 2), and crosses (final prediction) dre &actual observations, while the lines
(respectively, solid, dashed, and dotted) are nbthirom linear regressions of predicted
scores on real scores and predicted percentilegalnpercentiles (with all regressions
including intercept). The regression results amshin Table 4.

Figure 1 and Table 4 suggest the following obseaat
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1. Most of the data points are above the 45 ddgredor scores and below the 45 degree
line for percentiles, indicating overestimation ofvn scores and overconfidence
regarding own relative standing.

2. The slopes of all the estimated lines are sm#ikn one, indicating that the unskilled
overestimate their scores more than the skilled, @® more overconfident regarding
their relative standing than the skilled.

3. All estimated lines intersect the 45 degree, lindicating that the most skilled are, in
fact, underestimating their scores, and are unaédEnt regarding their relative
standing.

4. The intercept of the estimated dependence afigiszl scores and percentiles on real
scores and percentiles decreases with time, angldpe increases with time, indicating
the role of information.

Overall, as illustrated in Figure 1, the estimatiegpendence of predicted scores
and percentiles on real scores and percentilesnies@loser to the 45 degree line (the
ideal calibration) with students obtaining moreomfiation. Recall that in the case of
exam predictions, students received direct feedladiek the midterm exam. However,
we observe improved calibration already before thisrmation was revealed — this is
most likely based on indirect feedback obtainednfraourse work and interactions with
classmates.

Yet another representation of the impact of infdramaon calibration is shown in
Figure 2. Here, students are sorted into quartiteording to their performance in the
midterm and final exam. For each quartile, Figureh@ws the evolution of the average
predicted percentile from M1 to M2 to F. This prasg¢ion mode, which can also be
found in Krueger and Dunning (1999) and much of litexature, adds an interesting
twist. First, note that while in the top two perfance quartiles (1 and 2) there is
practically no reduction in miscalibration, the wetion is very strong for the bottom two
quartiles. Thus, the unskilled are affected by nmfation significantly stronger than the
skilled. Second, although in quartiles 1-3 studdx@some relatively well calibrated by
week 9, in the lowest performance quartile 4 thappears to be still large residual
miscalibration. Indeed, as seen from Figure 1, anbjexts placed themselves in the
bottom 20% of the class despite all the generairmétion and feedback they received.
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We conjecture that two phenomena could contributéis result. First, although subjects
might well understand that they are at the bottdrtheir class, they may be hesitant to
share that insight with the experimenter becausg thight fear that such an act of self-
assessment — notwithstanding our promise that ata @ould not be shared with their
instructor — might be revealed and affect theirdgraSecond, and drawing on the
arguments proposed by Koeszegi (2006), subjecthtrjugt not be willing to accept the
fact that they are at the bottom of the class. €aup and data do not allow us to tease
apart these two reasons which identify an intemgstiesign problem of overconfidence

studies that neither our study nor other studiefaisbave successfully addressed.

6.2. Experiment 2

To recall, Experiment 2 was conducted with the sauoigects in two stages. Stage 1 (S1)
was conducted together with prediction M1 of Expemt 1 (week 1), and Stage 2 (S2)
together with prediction F of Experiment 1 (week A) each stage, subjects performed
two tasks (Task 1 and Task 2), and made predictiegarding their absolute and relative
performance after each task.

One key difference between Experiments 1 and 8 that in Experiment 1 all
predictions are made before the correspondingigctakes place, while in Experiment 2
predictions are made after the fact. We chose dieisign because the accuracy of
predictions has been incentivized with significamtounts of money, and we did not
want subjects to intentionally underperform to rhatheir predictiond? This problem
was of no significance in Experiment 1, where whele subjects had sufficiently strong
incentives to perform well in the exams. Thus, wpeet much better calibration in
absolute performance in Experiment 2. At the same,tcalibration in relative standings
should be independent of this difference in designs

The other key feature of Experiment 2, compareBxperiment 1, is our ability
to control specific feedback. During prediction 8& gave half of the subjects specific

feedback about their absolute and relative perfao®an the corresponding task at Stage

%2 To discourage such behavior even further, we told sushijeat ties in most accurate predictions would
be broken according to subjects’ performance in the task.
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1. The subjects receiving feedback were determiaadomly, separately for each task,
and in a stratified manner. We sorted subjects igtartiles according to their
performance at Stage 1, and approximately equalirednumber of subjects getting
feedback in each quartile. We expect the subjetts veceived specific feedback to
exhibit better calibration at Stage 2 comparedhtse who did not.

As before, we start with the summary statisticsderformance and predictions.
Table 5 summarizes the actual scores obtaineddh &k at Stage 1 and Stage 2 of
Experiment 2, as well as the predicted scores antkeptiles for each task in both stages.

As seen from Table 5, subjects are overconfidenth average percentile
predictions well below 0.5. At the same time, satgeare relatively well calibrated in
terms of absolute performance, as expected dubetaésign feature discussed above.
Interestingly, although in Task 1 subjects, on ager exhibit overestimation of absolute
performance, they exhibit underestimation of alkigoperformance in Task 2. This may
be due to the fact that Task 2 is a general knaydedsk, while Task 1 is a specific skill
task, but the difference does not appear to biststally significant.

Table 6 summarizes overestimation and absoluteatienifor predictions S1 and
S2 by task. Similarly to Experiment 1, we testegl lypotheses of mean overestimation
and the MAD being equal to zero. For predictions 8 summarize miscalibration
overall and separately for the subjects who did diddnot receive specific feedback.
Interestingly, for Task 1 mean overestimation inrss increases over time from 0.62
(S1) to 1.45 (S2). Similarly, the MAD in scores rieases from 1.34 (S1) to 1.73 (S2).
However, the subjects receiving feedback experiensmaller increase in miscalibration
than those without feedback: mean overestimatiah@d (S2 with feedback) versus 1.84
(S2 without feedback) and the MAD of 1.29 (S2 wilkdback) versus 2.13 (S2 without
feedback). The effect of feedback for Task 1 isneweore drastic for percentiles.
Miscalibration in percentiles decreases overalthwinean overestimation dropping from
0.11 (S1) to 0.094 (S2), and the MAD dropping frOr@6 (S1) to 0.21 (S2), but the
subjects who received feedback exhibit practicattyoverconfidence, on average, with
mean overestimation of 0.018 and insignificant, emath smaller general miscalibration,
with the MAD of 0.11, while the subjects withouefiback are more miscalibrated than

at Stage 1, with mean overestimation of 0.16 aedvAD of 0.30.
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For Task 2, there is significant underestimatio2.@8 in scores at Stage 1, which
practically disappears for subjects with feedbaciStage 2 (mean overestimation of -
0.079 and insignificant), while turns into overesition (mean overestimation of 0.73,
albeit insignificant) for subjects without feedbadke MAD for scores slightly decreases
overall, from 2.81 (S1) to 2.63 (S2), and againdffect is stronger with feedback, with
the MAD of 2.43 (S2 with feedback) and goes indpeosite direction without feedback
(2.85, S2 without feedback). For overestimatiompéncentiles, the results are similar to
those for Task 1. There is a decrease in overcemdiel overall, with mean overestimation
in percentiles decreasing from 0.15 (S1) to 0.22),(But the decrease is primarily due to
the subjects who received feedback. With feedbawan overestimation at Stage 2 is
0.0018 and insignificant, but without feedbacksit0i.20, i.e. larger than in Stage 1. The
MAD for percentiles increased overall from 0.26 X810.30 (S2), but the increase is less
dramatic for subjects with feedback (0.28 at Stag¢han for those without feedback
(0.32 at Stage 2).

Table 7 shows paired t-test and Cohen’s d effeet siatistics for the comparison
of miscalibration in scores and percentiles betwS8tage 1 and Stage 2 for each task
overall, with, and without feedback. Similarly taldle 3, the cells where the comparison
yields a significant difference are shaded gray.

In Experiment 2 for both Task 1 and Task 2 we oles@rmuch better calibration
in scores than in Experiment 1. This is primarilyedto the fact that predictions in
Experiment 2 were made after the tasks have bempleted, and also due to the more
transparent and familiar nature of the tasks. FaskT 1, we observe stronger
miscalibration in scores over time, even for thbjects who received specific feedback.
We believe this is due to learning, which madeitifierence problem harder. Task 1 is a
skill-oriented task, and at Stage 2 subjects useddchniques they learnt at Stage 1 and
performed better (mean actual score increased @%b to 7.70, see Table 5). At the
same time, they based their predictions at Stage the results of Stage 1 and could not
evaluate their improvement adequately. For peramtithere is a significant
improvement of calibration overall and especiatly the subjects who received feedback.
For Task 2, calibration in scores improved, chagdirom strong underestimation at
Stage 1 to weak overestimation at Stage 2.
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Figure 3, similarly to Figure 1, illustrates howngeal information acquired
between Stage 1 and Stage 2 and specific feedlbi@ckesl miscalibration in Experiment
2. The predicted scores and percentiles are shawifuractions of real scores and
percentiles for each task. Solid squares (S1), esgaares (S2 without feedback), and
crosses (S2 with feedback) are the actual obsenstiwhile the lines (respectively,
solid, dashed, and dotted) are obtained from linegressions of predicted scores on real
scores and predicted percentiles on real percenfilgth all regressions including
intercept). The regression results are shown inerab

Figure 3 and Table 8 suggest the following obseraat
1. Subjects are reasonably well calibrated in teomscores already at Stage 1 in both
tasks. There is no apparent over- or underestimatioscores. This is primarily a
consequence of the predictions being made aftaatikehas been completed.

2. Most observations for percentiles are below #& degree line indicating
overconfidence in relative standings in both tasks.

3. At Stage 2, subjects are more miscalibratecims of scores compared to Stage 1.
This is primarily due to inadequate assessmergarhing in the skill-oriented task, and a
change in the reference class of problems in thergé knowledge task.

4. For both scores and percentiles, and for batkstahe subjects who received feedback
are better calibrated at Stage 2 than those whoatid

Overall, general information acquired between 8tdgand Stage 2 does not
improve subjects’ calibration in Experiment 2, lbé subjects who received specific

information are calibrated better than those witbndit.

7. Discussion and conclusn.

We have reported the results of two experiment® (field, one laboratory) through
which we examined the impact of general informatiand specific information
(feedback) on the quality of self-assessment (tcation”) in various tasks and feedback
conditions. We find a strong positive effect of gl information on calibration in the
field experiment (Experiment 1). Recall that in ttese of exam predictions, students
received direct feedback after the midterm examweier, we observe improved
calibration already before this information wase&ed — this is most likely based on
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indirect feedback obtained from course work andrantions with classmates. In the lab
experiment (Experiment 2) where we could contrelcsic information, the subjects who
received specific information were calibrated hetitn those who did not. These results
bear on the debate about the reality of cognitiusions. At least for the allegedly well-
established overconfidence phenomenon — one dfdhes of contention in this debate, —
it seems to take surprisingly little to reduce ralgwration quite dramatically.

In Experiment 2, subjects were comparatively wedllibrated in absolute
performance at all stages. This is mainly due te design feature that, unlike in
Experiment 1, subjects made predictions after perdmce and thus were familiar with
the stimuli and could better assess their abilityperforming the tasks. Our use of
representative stimuli may have also contributedthis result. At the same time,
calibration in percentiles in Experiment 2 is nettbr than in Experiment 1, indicating
that, as expected, the timing of predictions dassmatter for overconfidence.

Maybe unsurprisingly, in both experiments it is tiveskilled who improve their
calibration most. Thus, our results suggest thatuhskilled may not be doomed to be
unaware (if indeed they are).

In none of our experiments we observe anyone witadipted/estimated
percentile rank in the worst 20% of the group (Fegul and 3 in Appendix B have no
data points with predicted percentile higher tha®; @ee also Figure 3). This is an
interesting design problem potentially pertainiagll overconfidence studies that neither
our study nor other studies so far have succegsdiiiressed.

Our results on the relationship between calibratiorgeneral-knowledge tasks

and calibration in skill-oriented tasks do not veautrstrong conclusions.
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Appendix A

Table 1.Summary statistics for actual scores and predigimnExperiment 1

Midterm exam Final exam
Predictions M1 Predictions M2 Predictions F
Actual score - — Actual score -
Score | Percentile Score Percentile Score Percentile
Mean 40.52 74.42 0.25 70.67 0.28 44.28 59.22 0.38
St. Dev. 27.91 11.46 0.15 19.25 0.19 24.04 21.03 0.23

Table 2.Miscalibration in Experiment 1 (p-value for the loyipesis of the corresponding mean being equal irero
arentheses)

M1 M2 F
Score Percentile Score Percentile Score Percentile
Mean overestimation 33.41 0.23 29.22 0.20 14.28 0.11
(0.000) (0.000) (0.000) (0.000) (0.000) (0.002)
Mean absolute deviation 36.60 0.29 31.00 0.26 18.54 0.18
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Table 3.Paired t-test (p-value) and Cohen'’s d (effect sfaepairwise comparisons of mean overestimatiod arean
absolute deviation between predictions in Experinden

M1-M2 M1-F M2-F

Score Percentile Score Percentile Score Percentile
Mean p-value 0.139 0.247 0.001 0.139 0.001 0.384
overestimation | Cohen'’s d 0.17 0.096 0.88 0.46 0.75 0.35
Mean absolute | p-value 0.027 0.030 0.000 0.042 0.001 0.286
deviation Cohen'sd 0.28 0.15 1.06 0.61 0.76 0.42

Table 4.The estimated intercepts and slopes of linear regjoms of predicted scores on real scores and predi
ercentiles on real percentiles in Experiment arfdard errors in parentheses)

M1 M2 F
Score Percentile Score Percentile Score Percentile
Intercent 69.45 0.177 53.40 0.155 30.64 0.123
P (3.08) (0.043) (3.89) (0.048) (4.72) (0.050)
Slope 0.121 0.144 0.417 0.262 0.636 0.522
P (0.063) (0.080) (0.078) (0.085) (0.093) (0.089)
Table 5.Summary statistics for actual scores and estimat&xperiment 2
Stage 1 Stage 2
Task 1 Predictions Predictions
Actual score - Actual score -
Score Percentile Score Percentile
Mean 6.85 7.53 0.34 7.70 9.16 0.35
St. Dev. 3.55 3.54 0.24 3.63 4.10 0.23
Stage 1 Stage 2
Task 2 Estimates Estimates
Actual score - Actual score -
Score Percentile Score Percentile
Mean 16.41 14.13 0.26 12.71 13.10 0.33
St. Dev. 1.99 2.92 0.18 2.32 3.09 0.19
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Table 6.Miscalibration in Experiment 2 (p-value for the lnyipesis of the corresponding mean being equal rero
parentheses)

Task 1 S1 S2 overall S2 with FB S2 without FB
Score | Percentile | Score | Percentile | Score | Percentile | Score | Percentile
Mean 0.62 0.11 1.45 0.094 1.00 0.018 1.87 0.16
overestimation (0.014) (0.015) |[(0.000)| (0.030) |(0.022)| (0.575) (0.002) (0.034)
Mean absolute 1.34 0.26 1.73 0.21 1.29 0.11 2.13 0.30
deviation (0.000) (0.000) |(0.000)| (0.000) |(0.002)| (0.000) (0.000) (0.000)
Task 2 S1 S2 overall S2 with FB S2 without FB
Score Percentile | Score | Percentile| Score | Percentile| Score |Percentile
Mean -2.28 0.15 0.39 0.11 -0.079 | 0.0018 0.73 0.20
overestimation (0.000) (0.002) |[(0.417)| (0.036) |(0.905)| (0.983) (0.288) (0.006)
Mean absolute 2.81 0.26 2.63 0.30 2.43 0.28 2.85 0.32
deviation (0.000) (0.000) | (0.000)| (0.000) |(0.000)| (0.000) (0.000) (0.000)

Table 7.Paired t-test (p-value) and Cohen’s d (effect spaywise comparison of mean overestimation andrmea

absolute deviation between predictions in Experin2en

Task 1 S1-S2 overall S1-S2 with FB S1-S2 without FB
Score Percentile Score Percentile Score Percentile

Mean p-value 0.054 0.304 0.184 0.481 0.176 0.470

overestimation |Cohen'sd| -0.43 0.063 -0.22 0.39 -0.59 -0.16

Mean absolute | p-value 0.549 0.012 0.559 0.001 0.301 0.590

deviation Cohen'sd| -0.23 0.25 0.039 0.96 -0.44 -0.19

Task 2 S1-S2 overall S1-S2 with FB S1-S2 without FB
Score Percentile Score Percentile Score Percentile

. . p-value 0.000 0.443 0.002 0.425 0.001 0.805

Overestimation

Cohen’s d -0.91 0.097 -0.80 0.44 -0.98 -0.16

Mean absolute | p-value 0.805 0.537 0.106 0.320 0.290 0.944

deviation Cohen'sd| 0.088 -0.20 0.25 -0.069 -0.020 -0.30

Table 8.The estimated intercepts and slopes of linear regjoms of predicted scores on real scores and predi
ercentiles on real percentiles in Experiment 2r{dard errors in parentheses)

Task 1 S1 S2 with feedback S2 without feedback
Score Percentile Score Percentile Score Percentile
Intercent 1.41 0.204 0.52 0.095 2.65 0.211
P (0.52) (0.064) (1.21) (0.063) (1.11) (0.093)
Slope 0.886 0.29 1.06 0.72 0.90 0.21
P (0.067) (0.12) (0.15) (0.14) (0.13) (0.16)
Task 2 Si1 S2 with feedback S2 without feedback
Score Percentile Score Percentile Score Percentile
Intercent 3.04 0.194 5.76 0.359 8.17 0.313
P (3.15) (0.044) (4.17) (0.083) (3.27) (0.063)
Slope 0.68 0.171 0.56 0.037 0.40 -0.036
P (0.19) (0.087) (0.31) (0.175) (0.26) (0.112)
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Appendix B

Figure 1. Predicted own scores versus real scded§, (and percentiles versus real

percentiles (right) in the midterm predictions H &y and the final prediction.
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Figure 3. Predicted own scores versus real scdedy, (and percentiles versus real
percentiles (right) in the math skill task (T1) ageheral knowledge task (T2) at stage 1,
stage 2 without specific feedback, and stage 2 sp#tific feedback.
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Appendix C - the timeline and structure of the expgments

Experiment 2 (lab)

Experiment 1 (field)
Task 1 (skill) Task 2 (general knowledge)
Week 1 Midterm predictions 1 Performance Performance
P Predictions Predictions
Weeks 2-4|  Acquiring general information
Midterm predictions 2 - . ,
Week 5 Midterm performance Acquiring general information
Weeks 6-8 Acqumng genera] and specific
information
inal oredicti Half of subjects receive specific information
Week g | FInai predictions Performance Performance
Final performance - L
Predictions Predictions




