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Abstract

In psychology, deception is commonly used to increase experimenta control. Y, its use has
provoked concernsthat it raises participants suspicions, prompts second-guessing of
experimenters true intentions, and ultimately distorts behavior and the contral it is meant to achieve.
These concerns can and have been subjected to empirica andyss. Our review of the evidence
yielded two key results. Firdt, there is evidence that participants who experienced deception
firghand are likely to become suspicious and that there are non-negligible differences between
suspicious and reportedly naive participants. Second, there are surprisingly few studies addressing
the question of whether suspicion can result from secondhand experience with deception such as
undergraduate psychology training or the professon’s reputation more generaly. In light of the latter
finding, we propose an incentive-compatible mechanism designed to encourage researchers to
search for and implement alternatives that forego deception. Thus, making thistool truly the strategy
of last resort, asintended by the rules of conduct of the American Psychologica Association.
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The use of deception [in experiments] has become more and more extensive.... It iseasy to
view this problem with darm, but it is much more difficult to formulate an unambiguous
position on the problem.... | am too well aware of the fact that there are good reasons for
using deception in many experiments. There are many sgnificant problems that probably
cannot be investigated without the use of deception, at least not at the present level of

development of our experimental methodology (Kelman, 1967, p. 2).

In hiswell-known article *Human use of human subjects: The problem of deception in socid
psychology,” published in the pages of Psychologica Bulletin, Herbert Kelman (1967, p. 2)
described his dilemma as a socid scientist asthat of being caught between the Scylla of the use of

deception to study important socia behaviors, and the Charybdis of ethical and methodol ogical
congderations. He wrote this article in the wake of a public exchange between Baumrind (1964)
and Milgram (1964) and in response to the substantid increase in the use of deception during the
1960s. Whereas the exchange between Baumrind and Milgram focused on the ethica implications
of Milgram’s research on obedience, Kelman (1967) stressed the long-term methodol ogical
consequences of deceptive practices on participants expectations and behavior. The essence of his
concern is expressed in this prophetic statement:

As we continue to carry out research of this kind, our potential subjects become increasingly
distrustful of us, and our future relations with them are likely to be undermined. Thus, we are
confronted with the anomalous circumstance that the more research we do, the more difficult

and questionable it becomes. (Kelman, 1967, p. 7)

We recently reiterated Kelman's concern that the use of deception may contaminate the
participant pool (Ortmann & Hertwig, 1997, 1998), and to put psychology’s research practices into
perspective we noted that researchersin a neighboring discipline, experimental economics, have
effectively prohibited the use of deception in their experiments (Hertwig & Ortmann, 2001, 2002;
Ortmann & Hertwig, 2002a). Our comments prompted responses from severa researchers,
Broder (1998), Kimmel (1998), Korn (1998), and Weiss (2001). Four arguments feature
prominently in their defense of deception. They are: (1) The use of deception has, after an increase
in the 1960s and 1970s, dropped (e.g., Korn, 1998); (2) “the preponderance of evidence suggests
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that decelved participants do not become resentful about having been fooled by researchers’
(Kimmel, 1998, p. 804); (3) the effects of suspiciousness on research performance “ appear to be
negligible’ (Kimmel, 1998, p. 804); and (4) deception is an indigpensable tool for achieving
experimenta control—at least in some socialy significant areas of research (Broder, 1998; Kimmd,
1998; Korn, 1998; Weiss, 2001).

Our origina contributions (Ortmann & Hertwig, 1997, 1998), as wedll as those by our critics,
were based more on assertions than on empirical evidence. It isthusthe main god of this paper to
present empirical evidence that bears on these four arguments. Our focus will be on the possible
methodologica side effects of deception. We do not address the ethical issues that inextricably are
linked with the use of deception. Thisisnot to say that we believe these concerns, laid out
eloquently by Baumrind (1964, 1971, 1985; see dso Herrera, 1996; Aguinis & Handelsman, 1997;
Kimme & Smith, 2001), areirrdevant.” However, more than 30 years of controversy over the
ethicad issues have madeit clear that this debate is necessarily driven by vaues, sometimes
categorical vaues, over which people are bound to disagree. Agreement, we believe, may be more
eadly achieved with regard to the redlity (or lack thereof) of methodological costs of deception—
once the available evidence has been systematicaly compiled. To make progress toward a
comprehensive collection of the evidence is the purpose of the present paper. We begin by
providing a definition of deception and describing the reasons for its use.

What |s Deception?

Deception is not easily defined. Y et, there seems to be considerable agreement about what
definitely ought to count as deception. Such agreement is, for instance, manifest amnong the group of
researchers who have studied the prevaence of deception as aresearch method in (mainly socid)
psychology. Wefound atota of 14 studies that andyzed the frequency of use of deception in
various journals? Examination of their criteria for defining deception reveds that intentional and
explicit misrepresentation, thet is, lying about, for ingtance, the purpose of the investigation and the
identity of researcher and confederate, is unanimoudy considered to be deception. This consensus
Is also shared across disciplinary borders. In the words of economist Hey (1998), “thereisaworld
of difference between not telling subjects things and tdling them the wrong things. The latter is
deception, the former isnot” (p. 397, hisemphass).
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Hey’ s assartion, furthermore, indicates what seems indeed to be widespread agreement
among researchers. Withholding information does not necessarily congtitute deception. That is, not
acquainting participants in advance with al aspects of the research being conducted, such asthe
hypotheses explored and the full range of experimenta conditionsis typically not considered
deception. In their review of deception sudies, Adair et d. (1985), for instance, decided that “the
smple failure to disclose the true purpose of the study was not counted as deception” (p. 63).
Although Baumrind (1979, p. 1) suggested that “full disclosure of everything that could affect agiven
subject’ s decison to participate isaworthy idea,” this gtrict critic of deception also conceded that
“absence of full disclosure does not congtitute intentional deception” (Baumrind, 1985, p. 165).
Similarly, experimenta economists McDaniel and Starmer (1998, p. 406) described some forms of
“economy with the truth” as “perfectly legitimate,” and Hey (1998, p. 397) pointed out that “ill-
defined experiments’ (i.e., when the experimenter does not inform participants about al features of
the experiment) are an important tool (see Lawson, 2001, for athorough discusson of the
digtinction between providing fase information and withholding informetion).

The digtinction between deception and non-deception blurs, however, when participants
default assumptions comeinto play. One default assumption a participant islikely to haveis that
experiments sart only after an experimenter has clearly indicated its beginning. As aconsequence,
she might assume that her initia interactions with the experimenter (upon entering the laboratory) are
not an object of investigation. Should violations of such expectations be counted as deception?
Some of the researchers who assessed the prevalence of deception did not appear to include such
violations (Gross & Fleming, 1982; Adair et d., 1985; Nicks et ., 1997), but othersdid. Sieber et
a. (1995), and Gross and Fleming (1982), for instance, considered participants to be deceived if
they were unaware of being research participants at dl or were unaware that the study had begun a
the time of the manipulation. The fact that some researchers included violations of default
assumptionsin their definition of deception and others did not might reflect conceptud disagreement.
Alternatively it could reflect a pragmatic decison on the part of researchers who struggle to quantify
the prevalence of deception—violations of default assumptions are much more difficult to identify
than provisons of misnformation. We conjecture that violations of default assumptions have a
smilar potentia for creating suspicion and distrust as does the provison of fase information and they
should therefore be treated as deception.
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In sum, a consensus has emerged across disciplinary borders that intentiona provision of
misinformation is deception and that withholding information about research hypotheses, the range of
experimenta manipulations, or the like ought not to count as deception. Common ground has not
(yet) been established with respect to the violation of participants default assumptions®

Reasons for Deception and Two Degrees of Contamination

Why deceive? Deception is often judtified with two arguments. The first argument is that
deception alows the researcher to create Stuations of specia interest that are not likely to arise
naturdly. A good illugration of this strength isfound in studies of helping behavior in emergency
Stuations, in which researchers stage emergencies (e.g., Someone experiences a seizure), manipulate
Stuationa factors (e.g., absence and presence of others), and then determine the impact of these
factors on bystanders' willingnessto help (e.g., Darley & Laané, 1968). Fortunaely, emergency
Stuations occur infrequently; this fact, however, makes them very difficult to Sudy experimentaly,
unless, so the argument goes, one fabricates them.

The second rationde for deception is that certain socidly relevant aspects of behavior can
only be studied if people are caught off guard (e.g., Weber & Cook, 1972; Cooper, 1976; Weiss,
2001). If they suspected or knew that some socidly undesirable aspects of behavior are being
observed (e.g., conformity, preudices, anti-socid behavior), then they would dter their “naturd”
behavior to look as good as possible to the social observers (i.e., experimenter or other
participants). Consder conformity behavior as an example. If participants knew that an experiment
explores the extent to which they eadly give in to socid pressure, then they would be lesslikely to
show conformity behavior. Therefore, so the argument goes, studies of conformity behavior need to
camouflage the purpose of the experiment to achieve experimenta control. If not, then “the
psychologist runsthe risk of distorting the reactions of his or her subjects and ultimately limiting the
goplicability of the research findings’ (Kimmel, 1996, p. 63).

Chalenging the latter rationae, critics of deception have argued that it isthe very use of
deception that impairs, even destroys experimenta control, thus threstening the vaidity of research
findings. Kelman (1967) is not the only one to have advanced this argument. Other researchersin
the socid sciences, that is, psychologists, sociologists, anthropologists, and experimenta economidts,
aso have worried that deception contaminates the participant pool. Whilein sociology it was
suggested that alikely outcome of deceptive practicesis participants future resistance to other
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research efforts (e.g., Erikson, 1996), psychologists and experimental economists have expressed

the concern that the expectation of being decelved produces suspicion and second-guessing, and

that these reactions rather than the experimenter’ s scenario and ingtructions guide and ultimately

distort experimenta behavior. Illudtrations of expressions of this concern arelisted in Table 1.
[Insert Table 1]

These gatements differ in one important aspect. Whereas some researchers attribute the
contamination of the participant pool to firsthand experience with deception (i.e., participating and
being debriefed in deception experiments; see Seeman, 1969), others assume that secondhand
experience with deception (e.g., semming from undergraduate psychology classes, campus
scuttlebutt, media coverage of psychologica research, and the profession’s reputation more
generdly) suffices to engender in participants the expectation that they will be deceived (e.g., Orne,
1962; Ring, 1967; Adelson, 1969, Hey, 1991; Davis & Holt, 1993; Ledyard, 1995). This
assumption is particularly common in experimental economics where deception is effectively
prohibited (e.g., see Hey, 1991; Davis & Holt, 1993, in Table 1). In the parlance of economigts,
participants expectation that they will not be decaived (i.e., that experimenterswill be honest) isa
common good such as air or water that would be depleted quickly even if only afew of their tribe
practiced it, hence experimenta economists trict proscription of deception despite occasiond calls
to rdax thisrule (e.g., Bonetti, 19983, b).

The digtinction between firsthand and secondhand experiencesis relevant because these
different experiences imply different degrees of contamination of the subject poal (if thereisany at
dl). If secondhand experience sufficed to induce suspicion and second-guessing, then the potentia
sde effects of deception would likely be widespread and extend beyond participants with firsthand
experience. In contrast, if firsthand experience were necessary to induce suspicion and second-
guessing, then the degree of contamination would be more contained. In addition, the argument
advanced to defend the use of deception—that its use has dropped since its peak in the 1970s—
would then gain additiona weight.

Argument 1: Isthe Use of Deception in Decline?
As mentioned earlier, we found 14 studies (see Footnote 2) that andyzed the use of
deception across awide range of journas (deception is by no means confined to socia psychology;
see, for instance, Toy, Olsen, & Wright, 1989)*. Here we focus on the results for the highly ranked
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Journa of Persondity and Socia Psychology (JPSP) (and its predecessor, the Journd of Abnormd

and Socid Psychology, JASP), for which the most comprehensive and recent figures are available.
Between 1921 and 1948, a period for which Nicks et d. (1997) analyzed the use of

deception on ayearly bas's, an average of 4.7% of the articlesin JASP employed deception each
year. According to the same authors, the percentage rose steadily from 9% in 1948 to 50.7% in
1968. It then peaked in the 1970s (with 69% in 1975 according to Gross & Fleming, 1982),
remained high in the early 1980s (with 49.7% in 1983; Adair et d., 1985) and declined to 31.3%in
1994. Intheir andysis of the same journal, Sieber et a. (1995) found that the percentage of
deception studies dropped to 32% in 1986 but was back up to 47% in 1992. Continuing this
anadyss, Epley and Huff (1998) reported 42% in 1996. Some of the fluctuations may reflect
subgtantid changes in the gpplied methods (e.g., the initia upswing in the 1960s), ethicd standards,
and federa regulation of research. Others may reflect different definitions of what congtitutes
deception (e.g., compare the more inclusive criteria employed by Sieber et d., 1995, with the
criteriaused by Nicks et d., 1997).

Although these figures show a clear decline compared to the heyday of deception in the late
1960s and 1970s, they also demondtrate that the absolute level, compared to psychology’s past, is
dill high: A consarvative estimate isthat every third sudy published in JPSP in the 1990s employed
deception compared to 4.7% between 1921 and 1948. For other socia psychology journas, such
asthe Journd of Experimenta Socid Psychology (JESP), the proportion appears to be even higher

(e.g., Gross & Flemming, 1982; Nicks et d., 1997), and in some applied areas such as marketing
research the number of deception studies has actudly risen over recent decades (from 43% in
1975-1976 to 56% in 1996-1997 for the Journa of Marketing Research and Journa of Consumer

Research; see Kimmd, in press).

Returning to the digtinction of firsthand and secondhand experiences with deception, these
figures suggest that for sudents to experience deception persondly is not an unlikely event—even
today. Thus, in our view, arguing that its frequency has dropped cannot easily dismiss the concerns
about possible methodologica side effects of deception. The absolute level of the use of deception
remains high (eg., by some historical standards), and it is by no means amethod of last resort. We
now turn to the second argument in defense of deception. According to this argument, deceived

participants do not become resentful about having been fooled by researchers.



Deception in Experiments 9

Argument 2: Does Deception Breed No Resentment?

Based on his review of research about the effect of deception, Christensen (1988) concluded:
“Thisreview of the literature, which has documented the impact of deception on research
participants, has consistently revealed that research participants do not percelve that they are
harmed, and do not seem to mind being misled (p. 668).> More recently, Kimme (1998)
conjectured that the “ preponderance of evidence suggests that deceived participants do not become
resentful about having been fooled by researchers’ (p. 804).

According to the MerriamWebster’ s Callegiate Dictionary, “resentment” is“afeding of

indignant displeasure or persastent ill will a something regarded as awrong, insult, or injury.” Does
the empirica evidence in fact indicate that participants do not harbor such fedings and do not mind
being mided? Kimme’s (1998) conclusion seemsto rest on the following five observations: (1)
Participants, in generd, do not seem to express negative fedings (e.g., regret having participated)
about their experience in deception experiments (e.g., Milgram, 1964, Ring, Walston & Corey,
1970; Smith, 1981; Pihl, Zacchia & Zeichner, 1981).° (2) Participants endorse the scientific utility
of deception experiments (Clark & Word, 1974; Gerdes, 1979), and seem to be prepared to
tolerate deception in the interest of research (Aitkenhead & Dordoy, 1985). (3) Participantsin
deception experiments report having enjoyed the experience more, feding less bored, and
perceiving more educationd benefit from their participation than participants in non-deception
experiments (e.g., Smith & Richardson, 1983; Finney, 1987).” (4) Most college students are
generdly accepting of ethically sengtive research practices such as deception and invasion of privacy
(eg., Epstein, Suedfeld & Silverstein, 1973; Farr & Seaver, 1975; Collins, Kuhn, & King, 1979)
and are less critical of those practices than members of Human Subjects Committees, psychologigts,
graduate students, and faculty (e.g., Sullivan & Deiker, 1973; Smith, Berard, & Mainowski, 1980;
Smith & Berard, 1982; Korn, 1987). (5) Finally, according to a questionnaire study by Sharpe and
colleagues (1992), the continued use of deception has not evoked an increase in negative attitudes
toward psychological research among the participant population.®

Based on this evidence, Kimme (1996) concluded that “the negative effects of deception
appear to beminima” (p. 104). But are they redly? A series of other observations provide less
reason for such optimism. Fisher and Fyrberg (1994), for instance, reported that the mgority of
their students believed that participants in various published deception studies must have felt
embarrassed, sad, or uncomfortable. In one experiment, Allen (1983) found that only participants



Deception in Experiments 10

who had been decelved during the session “rated the experiment as worthless, were annoyed with
the experiment, and would not recommend the experiment to afriend” (p. 899; see dso Straits,
Wuebben, & Maka, 1972). Moreover, Cook, Bean, Cader, Frey, Krovetz, and Reisman (1970,
p. 189) found that participants with a history of deception studies considered experimentsto be less
scientific and less vauable and reported caring less about understanding and following experimental
ingructions. In addition, Epstein et a. (1973) reported that, next to danger to the participant,
deception is the most frequently mentioned reason to withdraw from an experiment. Oliansky
(1991) observed that deception (here: having the impression that one has control over another
participant, who was in redity a confederate) might trigger severe negative emotions in (some)
participants.

We can think of two reasons for why the evidence regarding peopl€ fedingsis so mixed.
First, deception as used in Aitkenhead and Dordoy (1985) is not deception as used in Asch (1956)
or Finney (1987), which is not deception as used in Milgram (1964) or Oliansky (1991). In other
words, whether being fooled does or does not lie within a participant’ s “ comfort zone’ (Gerdes,
1979) is probably afunction of the nature and severity of the deception. Second, participants react
on different levels, and their responses need not converge: For ingtance, in areplication of Asch's
line-judgment task, Finney (1987) observed that deceived participants were more depressed,
hostile, and anxious than non-deceived participants; yet, their uneasiness did not cause them to avoid
future psychological research or to question the study’ s scientific vaue.

Whatever the reasons for the mixed results may be, it ssemsfair to conclude that the issue of
whether deception raises resentment is not yet decided. It appears even less settled when one
consults related research on the consequences of deception in socid interactions. Theresults of a
gill small set of negotiation and drategic interactions (i.e., games) studies suggest that being deceived
in socid interactions has the potentia to evoke awide range of responses, ranging from diminishing
desire for future interactions, atribution of untrustworthiness (Boles, Croson, & Murnighan, 2000)
to a substantia taste for retribution and for punishment by the deceived players—ataste for which
they are even willing to sacrifice money (e.g. Boles et d., 2000; Brandts & Charness 2002; Croson,
Boles, & Murnighan, in press).® However, the same research also suggests another reason why
sudies in psychology may have arrived at contradictory conclusions about people€’ resentment of
deception (or lack thereof). In an analyss of peopl€ s evauations of ethicaly questionable
negotiation tactics, Lewicki and Stark (1996) observed that players expectations of the “game”
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being played mitigate their responses: If people expect lies and deception, then they might not
necessarily respond negatively once their expectations become redity. Thisfinding, however,
provides little comfort because it implies that those students who do not resent deception may be the
ones who take deception smply as part of the game.

Argument 3: Are the Effects of Suspicion Negligible?
Psychologica experiments gppear to provoke a peculiar dynamic that Riecken (1962)

described as follows:

The fact that the experimenter controls the information available to the subject and that he
never reveas completely what he istrying to discover or how he will judge what he
observes—this feature gives the experiment much of its character as agame or contest. It
leadsto a set of inferentid and interpretive activities on the part of the subject in an effort to
penetrate the experimenter’ s inscrutability.

Notwithstanding their possible endorsement of the use of deception, are not participants who
suspect the experimenter to lie even more eager to undo the information asymmetry and, in
Riecken’s words, to penetrate the experimenter’ sinscrutability? If so, one may expect the behavior
of participants in experiments who sugpect foul play to differ from those who do not. Based on his
review of the literature, Kimme (1998), however, arrived at the opposite conclusion. In hisview,
“the effects of suspiciousness on research performance, though somewhat incons stent, gppear to be
negligible, leading some to conclude that, in generd, there are not mgjor differences between the
data of suspicious and reportedly naive participants’ (p. 804).

But are the effectsredly “negligible’? At least some observationd data suggest this may not
be s0. Take, for example, the following incident. In the middie of amock jury study, one of the Six
jurors experienced a genuine epileptic seizure reminiscent of the feigned saizure that served asa
manipulation in acdassc study by Darley and Latané (1968). The experimenters, MacCoun and
Kerr (1987), reported that “three of the five subjects spontaneoudy reported that they had
questioned the authenticity of the attack” (p. 199), and that “there were indications thet prior
knowledge of psychologica research, derived primarily from course work, was related to suspicion”

(p. 199). While the only person who promptly came to the victim’'s aid had no prior psychology
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coursework, “two of the other bystanders reported |ooking for hidden observers even asthey joined
in adminigering ad’ (p. 199). The interesting implication of this observation is that had MacCoun
and Kerr’'s study been concerned with dtruistic behavior, then the participants behavior, that is,
withholding help because they were suspicious of deception and expected to be framed, would have
been mistaken as evidence for the “bystander effect” (Darley & Latané, 1968).

Isthis just asingular incident in which suspicion compromises experimenta data and
conclusons? We address this question by looking at three different sets of studiesthat dlow usto
examine how suspicion of deception affects behavior in experiments across a wide range of studies.
Thefirgt set of sudies compares conformity behavior of participants who were identified post-
experimentaly as being either suspicious or unsuspicious of deception. The second set conggts of
sudies that intentionally provoked the expectation of deception at the outset and then examined
experimenta behavior asafunction of it. In thethird set of Studies, participants experimental
history (e.g., previous participation in deception studies) was ether recorded or systematicaly
manipulated and their experimental behavior sudied as a function of it.

To find such studies, we searched for specific keywords in titles and abstracts of articleslisted
in the PsycINFO/PsycLIT database, which covers the academic literature in psychology and related
disciplines, including sociology and education, in the period between 1887 and June 2002 (the point
at which our analyses were conducted). We aso included al studies cited in a recent review by
Bonetti (19984), who concluded that * deception does not appear to *jeopardize future experiments
or ‘contaminate a subject pool’” (p. 389). Findly, we looked up the studies cited in the articles
found using the firgt two methods and included them if they could be classfied into one of the three
sets.

Set 1: The Effects of Salf-Reported Suspicion

To find sudies that examined the effects of post-experimentaly identified suspicion, we
searched for deception in combination with suspicion (and its variants, such as “suspicious’,
“suspiciousness’, “suspicions’).  This search uncovered two systematic reviews of the socidl
psychology literature that examined the prevalence of suspicion among participants. The studies
reviewed by Stricker (1967) excluded with one exception suspicious participants and thus his
review does not alow us to examine how suspicion affected experimenta behavior.™® In hisreview

of the literature on socia conformity, Stang (1976) found 21 studies that reported the percentage of
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“sugpicious’ participants. Interestingly, for the reported period between 1954 and 1973, the
percentage of suspicious participants increased as a function of time, that is, more recent studies
observed more suspicious participants (r = .76), and about one-third of the studies reported that
more than 50% of the participants were suspicious. Thus, one may speculate that the positive
correlation between year of study and percentage of suspicious participants tracks the increase of
the use of deception in socid psychology during that time.

Out of the 21 studies, Stang (1976, p. 363) cited 9 that systematicaly compared the behavior
of sugpicious and unsuspicious participants. Typicaly, this classfication was performed on the basis
of post-experimentd interviews in which participants responded to questions such as “do you fed
this experiment was deceptive (involved lying) in any way?’ (Geller & Endler 1973, p. 49). In
addition to those 9 studies referenced by Stang, our search turned up another 5 studies that
examined behavior in experiments as a function of sugpicion, al of which were aso concerned with
conformity behavior. It is probably no coincidence that researchers sudying conformity have been
particularly concerned with the possible repercussions of suspicion. According to Gross and
Fleming (1982), researchersin this arearely heavily on deception, with 96.7% of studiesin the area
of compliance and conformity having used deception.

Asshownin Table 2, in 10 of 14 studiesidentified by Stang and our additional search,
suspicious participants showed less conformity behavior—the target variable in which experimenters
were interested—than unsuspicious participants. For 9 of the 10 studies (in which the necessary
information was given) we calculated an effect Sze measure (eta, or r); the reduction in conformity
asafunction of suspicion was of medium to large effect sze™ In four studies (Chipmean, 1966;
Willis& Willis, 1970; Endler et d., 1972; Wiesenthd et d., 1973) suspicion did not sgnificantly
change the amount of conformity behavior, and no study reported that suspicion produced grester
conformity.

[Insert Table 2]

To conclude, in research on conformity behavior data of participants who are suspicious of
deception and data of naive participants are different. The observed differences are not “negligible”
in fact they may even represent alower-bound estimate of the true differences because the
classfication of suspicious and naive participants typicaly rests on people s sdf-reports. If one
assumes that not al participants reved their suspicions truthfully, then the resulting misclassification of
suspicious participants as naive participants would have watered down the true differences between



Deception in Experiments 14

the groups. That participants may not admit their suspicions truthfully is suggested by a number of
converging observations. Newberry (1973), for instance, reported two experimentsin which
participants received information about the experiment from a confederate and were later asked by
the experimentersif they had prior information. The proportion of the participants who lied about
having possessed prior information varied from gpproximately .8 to .3 in various conditions. Ina
smilar sudy, Altemeyer (1971) found that “none of the contaminated Ss reported their
foreknowledge or awarenessto E” (p. 79; for more recent results see Taylor & Shepperd, 1996).

Sat 2: The Effects of Experimentaly Induced Suspicion

To circumvent the problem of participants not admitting to being suspicious, experimenters
can systematicaly “plant” participants suspicion from the outset and then study their experimenta
performance as afunction of it. To find such studies, we used the search term deceptionin

combination with prebriefing, or forewarning. We found atotal of eight Sudies. Theissuewith

which we are concerned here, namely, the effect of experimentaly induced suspicion, was not the
explicit focusin dl eight sudies. Participants knowledge and thus suspicion of deception ranged
from rlatively neutral forewarning about experimental proceduresin generd (e.g., Allen, 1983, p.
901: “in afew experimentsit is necessary for experimenters to decelve subjects concerning some
elements of the experiment”) to concrete tip-offs by a confederate (e.g., Levy, 1967), to disclosure
that deception would occur during the experiment (e.g., Finney, 1987).

Table 3 summarizes how participants foreknowledge of deception affected behavior. The
results are mixed, with some studies finding no effect and others large effects. Nevertheless, atrend
is discernable: When participants received detailed tip-offs about the true purpose of the experiment
(eg., Levy, 1967; Turner & Simons, 1974), were explicitly told that they would be deceived
(Finney, 1987), or explicitly acknowledged awareness of experimenta manipulation (Golding &
Lichtengtein, 1970), suspicion atered experimenta performance (abeit not necessarily on dl
dependent measures). In contrast, when participants were merely informed that some kind of
deception might happen (Allen, 1983; Finney, 1987; Wiener & Erker, 1986) or weretold the
purpose of the study (without indicating the possibility of deception, Galo et d., 1973) then thelr
performance did not differ from that of control participants not given thisinformation (but see
Spinner et d., 1977).

[Insert Table 3]
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Why does concrete versus generd foreknowledge result in different behavior? One
explanation, suggested by Finney (1987), isthat with genera foreknowledge the effect of suspicion
between experimental and control group participants vanishes because it smply does not
discriminate experimenta participants from those in the control group (without foreknowledge) who
may aso harbor suspicions (e.g., due to undergraduate psychology training; see, for example,
Higbee, 1978).

Seat 3: Does Previous Experience of Deception Evoke Suspicion?

Y et another way to explore the effects of suspicion isto sudy how participants experimenta
history affects experimenta performance. To find studies that adopted this approach, we used the
search term deception in combination with experimenta hisory and found nine sudies. Table 4

summarizes a complex picture of findings. In brief, the results suggest that firsthand experience with
deception or manipulation affects performance, whereas mere disclosure of the possbility of
deception in psychological experiments does not (Cook & Perrin, 1971; Christensen, 1977,
Experiments 1 and 2). Second, Silverman et al. (1970) observed that the experience with deception
appears to make people more gpprehensive of evauation. Third, the studies by Fillenbaum (1966)
and Fillenbaum and Frey (1970) caution that not al suspicious participants act upon their suspicion.
Fourth, different dependent variables seem to be differentidly affected by the experience with
deception. In Cook and Perrin’s (1971) research, incidenta-learning data differed as a function of
experimenta history, but attitude data did not (but see Experiment 2 in Cook et d., 1970). Findly,
the extent to which previous deception experience trandfers to other experiments may depend on the
smilarity between the past and present experimental Situation (Brock & Becker, 1966; Cook et d.,
1970).

[Insert Table 4]

Page and Scheidt (1971) reported a dramatic example involving the “weapons effect,” which
illustrates how past experience with laboratory deception can distort behavior so extremely that it
dicits a phenomenon that “ cannot be generalized to nonlaboratory situations” (p. 304). Page and
Scheidt were able to replicate the weapons effect in only one out of three of their experiments, and
only in agroup of participants who had taken part in a deception experiment within the previous
month; participants unfamiliar with psychologica experimentation did not exhibit the effect. Turner
and Simons (1974; see dso Smons & Turner, 1976) chalenged Page and Scheidt’ s results, and
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Turner, Smons, Berkowitz, and Frodi (1977) even suggested: “Perhaps the failures to replicate the
weapons effect occurred because the researchers used subjects who were not naive about
deception or who were very apprehensive about the impression they might create’ (p. 369).
Although Page and Scheidt (1971) and Turner et d. (1977) disagreed over the issue of how
experience with deception dters experimenta performance, they agreed that is does have this
potentia. Turner and Simons (1974) concluded: “Apparently, unless subjects are naive, the effects
of important independent variables may be obscured” (p. 347).

Do Naive and Suspicious Participants Redly Behave the Same?

According to akey argument made in the defense of the use of deception, the differencesin
the data of naive and suspicious participants are negligible. We analyzed three sets of empirica
sudiesthat systematicaly explored the effects of suspicion on behavioral data. Though the effects
of suspicion are not invariably strong they can be substantid. First, condder the findingsin research
on conformity in which the effect of suspicion has most extensvely been examined. In more than
two-thirds of studies, researchers found evidence (of medium to strong effect size) that naive and
suspicious participants exhibited different amounts of conformity behavior (see Table 2). Ina
second set of studies, we found that the concrete foreknowledge of deception (e.g., being
forewarned or prebriefed) can systematicaly ater experimenta performance (see Table 3).
Similarly, peopl€ s previous experiences (i.e., having firsthand experienced deception in past
experiments) can affect their behavior in experiments (see Table 4). In evauating this evidence, it is
noteworthy that the studies reviewed do not represent opportunistic samples. Rather, we included
each sudy that was identified through a systematic eectronic literature search (using the key words
listed above).

Our search dso identified studies that did not observe suspicion to compromise data. These
sudies are as important as those that document biasing effects of suspicion because they dlow usto
identify when experience of deception compromises behavior in experiments. For instance, by
virtue of being smilar or dissmilar to previous experiments in which participants experienced
deception, experimenta scenarios gppear to differ in the extent to which they dicit suspicion and
second-guessing. In addition, dependent variables appear to differ in the extent to which they

provide room for biasing effects of suspicion to occur.
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What makes participants supicious? Although dl reviewed studies examined suspicion asa
function of firsthand experience with deception, there are other candidate sources of suspicion and
migtrugt. Lipton and Garza (1978) demondrated that after participating in deception experiments,
sudentsin atypica college participant pool tak about the experiment among themselves (despite
being told not to do s0), thus contaminating the poal for later runs of the experiment. Rubin and
Moore (1971) demonstrated that the number of psychology courses could be even more closdly
related to suspicion than the number of deception experiments in which people recal having taken
part. That is, while being taught classic deception experiments, undergraduates may learn to
become suspicious. Similarly, Higbee (1978) observed that students rated psychologists as being
less truthful at the end of the semester than at the beginning (eta = .51), and students with at least
five psychology courses rated psychologists as being less truthful than students who had no previous
psychology courses (eta = .43). Consequently, Higbee recommended that “if psychologists expect
the subjects to bdieve them, perhaps they should get the subjects at the beginning of the semester”
(p. 133).

Findly, let us point out that there are least two possible links between suspicion and
experimental performance. Not only can suspicion directly impinge on behavior, it may dso
interfere with experimenta performance by affecting motivations that are thought to be operative in
the participants minds as they approach the research Stuation. Such motivations include
predilections to enact the good subject role, the obedient subject role, the evaluation-apprehensive
role, and the negative subject role (for areview of those motivations see Rosenthd & Rosnow,
1991, chapter 6), respectively. Suspicion could amplify some of these motivations while crowding
out others. Congstent with this suggestion, Silverman et d. (1970) concluded that experiencing
deception makes people more gpprehensive of evauation.

In addition to dtering people’ s mativations, suspecting deception may aso render the
interpretation of what it meansto play a particular subject role more difficult. Evauation
apprehension, for instance, implies that participants are concerned about being observed and
judged, and that they will develop hypotheses about how to win positive evauation and how to
avoid negative evaluation (Rosenberg, 1969). But, how can one succeed in making agood
impression if one suspects deception—amply by succumbing to the suspected manipulation, by
“figuring out” the deception and thwarting it, or by mocking it?
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Argument 4: How (In)dispensable |s Deception?

Deception has been defended as an indispensable strategy of last resort for the study of those
facets of behavior that are of great socia importance, and for which dternative research methods
are either unavailable or would produce invaid data (e.g., Broder, 1998; Kimmel, 1998; Korn,
1998; Weiss, 2001). By thisargument, the costs of not conducting such research (e.g., on
conformity, obedience, racia stereotypes, bystander effect, and aggression) outweigh the costs of
using deception (e.g., Trice, 1986). Thisargument is particular compelling because it is explicitly
endorsed by the American Psychologica Association (APA) rules of conduct. According to those

rules

psychologists do not conduct a study involving deception unless they have determined that the
use of deceptive techniquesis judtified by the study’ s prospective scientific, educationa, or
gpplied vaue and that equaly effective dternative procedures that do not use deception are
not feasible. (American Psychologica Association, 1992, p. 1609)

In other words, the APA rules endorse deception as a strategy of last resort to be used only if
its benefits judtify itsuse and if no dternatives are feasible. 1n what follows, we discuss whether or
not the redity of psychology’ s research practices conformsto this policy prescription. Note that we
are not concerned with the more contentious—yet, in light of the APA rules, purely hypothetical—
issue of whether or not psychologists (such as experimenta economists) could do without the
deception. Instead, we focus on the actud issue at hand, namely, is the sdf-imposed policy
prescription effective in guiding research practices. And if not, what can the discipline do to

reconcile everyday research practices with the rules of conduct?

Is Deception Used as a Strateqy of Last Resort?

Without doubt psychology’s use of deception has changed. According to Rosnow and
Rosenthd (1997, p. 114), “many of the seminal studies that were conducted then would be
impossible today (e.g., Milgram'’s obedience studies).” That is, the Stricter rules of conduct and the
establishment of indtitutiond review boards (IRBs) have been effective in preventing the kind of

severe cases of deception used in various classic (but dso many rather mundane deception studies)
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of the 1960s. For a short history of the “ten commandments of the APA” see Rosnow and
Rosenthal (1997, chap. 6).

Despite being successful in preventing severe and harmful cases of deception (and thereby
protecting both participants and experimenters), the rules appear to have failed in enforcing
deception as a dtrategy of last resort. In fact, mundane deception (not the severe kind of deception
that characterize some of the classic deception studies) seems till aroutine tool in psychology’s
daily research practice. Remember that, for instance, at least every third sudy published in the
prestigious JPSP in the 1990s employed deception. Did dl those many studiesin this and other
socid psychology and marketing journas reserve deception for those cases in which the study’s
prospective utility justified the use of deception and in which equaly effective dternative procedures
were not feasible?

We conjecture that in many contemporary deception studies the “no equdly effective
aternative procedures’ requirement was not met. A brief ook into past research practices supports
this conjecture. Even in research traditions in which deception has been considered to be
indispensable, dternative research techniques have often been available. Thisfollowslogicaly from
Gross and Fleming's (1982) review of 1,188 journd articlesin leading socid psychology journas
(between 1959 and 1979). Thisreview anadyzed the prevaence of deception in 24 research areas
in socid psychology (e.g., conformity, atruism, impression formation, attitude change). The authors
observed awide variation in how often deception was used in different areas. Researchers in about
half of the areas used deception in less than haf of all sudies. That is, in areas in which deception
has often been advocated as indispensable, dternatives must have dways been available—they
were Smply not used. Even in research areas such as conformity and compliance, which according
to Gross and FHeming (1982) used deception in 96.7% of dl studies, aternatives are available. This
Issuggested by Stricker et a.'s (1969) observation that 20% of al conformity studies published in
1964 in four leading socid psychology journds did not use deception! Admittedly speculative, one
may argue that the use of deception has become the matter of course not because other procedures
were not available but because it proved particularly convenient and easy to implement (Hertwig &
Ortmann, 2001).

Another way to directly test the conjecture that deception is used when it is dispensableisto
examine individua deception studies and see whether or not aternatives were available. We will not

reference individua studies because we do not want to single out individud researchers. Theissue
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here is not the individua behavior but the fact that there is a gagp between the ided tipulated by the
APA rules of conduct and the redlity of everyday research practice. Consider the following study,
recently published in asocia psychologica journd, which had participants play adictator game or
an ultimatum game. Participants were fasdy told that they would be paired with one of the other
participants, that on the basis of a chance procedure they adone were assgned the role of the
dlocator (who had to divide a certain amount of money), and that their income would be contingent
on the alocator’ s and/or recipients decisions. In addition, the participants were let to believe that
the experimenter would hand the dlocator’ s decison to the recipient (involving a rather complicated
procedure) and thus decisions would remain anonymous. At the end of the experiment, participants
were debriefed, discovering that al participants were dlocators and that dl received the same
amount of money.

This study is not aglaring example of deception. In fact, itsliesare rather mundane. Y, itis
an excellent example of the use of deception whereit is utterly unnecessary. Experimentd
economists have conducted countless dictator and ultimatum games without deception. Thereis
nothing in the research question of this particular study that would have required the use of
deception. Reather, deception was likely to be motivated by pragmatic consderation such as the
need for alarger number of playerswho are dlocators (rather than recipients). Clearly, deception is
often less expendgve and more convenient than an aternative procedure, but it is only less expengve
if it does not entail cogts for future experiments. Why would participants who just found out thet their
decisons and monetary rewards were, contrary to the experimenter’ s previous clams, not
contingent on their behavior trust Smilar promises in future experiments?

The study described is ot aunique case. To assure onesdlf of thisfact, it suffices to browse
through recent issues of leading journalsin socid and experimental psychology. Participants are
routinely mided to believe that their decisons in games and gambles will determine ther find payoffs,
that assgnment of rolesin an experiment will be determined by chance, that they will be paired up
with an another person, that the feedback they receive (about their socid intelligence, attraction,
persondlity, etc.) will be veridical, and so on. In each of these few, arbitrarily sdlected examples of
the use of deception (taken from contemporary studies), the false clams were not necessary. But
why were they then gill employed?

How to Narrow the Enforcement Gap
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Why are the APA rules of conduct not more effective in enforcing deception as a strategy of
last resort? Elsewhere we have argued that one key problem isthat the decision of whether
deception isjudtified by its anticipated utility is left to thase who stand to benfit from itsuse
(Ortmann & Hertwig, 1997, 1998). Notwithstanding the mediating role of IRBs (which tend to
focus on the ethical rather than the methodologica consequences of deception), this practice leaves
the assessment of private benefits (e.g., relatively quick publication, see Adelson, 1969) and public
costs (e.g., contamingation of the participant pool) to the interested party (the experimenter)—a
classc mord-hazard problem with a solution that currently is not incentive competible,

How can one enforce the APA rules without necessarily expanding the somewhat daunting
role of IRBs, which doubtlessy have complicated the business of experimentation? We believe that
the most promising solution to this dilemmais to implement a mechanism in which the individua
researcher has an incentive to forgo the routine tool deception and to search and implement
dternative procedures. One such pragmatic mechanism has been made possible by recent
technologica advances. Specifically, we propose that experimenters about to perform deception
studies post their experimental designs on an APA website for a specified time period (e.g., two
months), thus giving those opposed to deception a chance to suggest workable aternatives. Such
an dectronic forum would give both defenders and critics of deception the opportunity to discuss on
a case-by-case basis whether deception is indispensable (because no equally aternative procedures
arefeashle). Over time contributions to such awebsite would generate a depository of successful
dternatives and examples of experiments in which they were used so that experimenters congdering
deception could easlly “browseg’ through dternatives.

How is such amechanism incentive compatible? To provide an incentive for critics of
deception to come up with dternative designs, they should receive credit for it, possibly in the form
of co-authorship, in the published articles. In addition, there are also incentives for defenders of
deception: By making key aspects of a planned experiment public, these researchers would be
“going on record” firgt with an idea, preempting othersfollowing asimilar line. In addition, the fact
that no aternative procedure was proposed may also help to get fast clearance from the IRBs. That
said, the mechanism proposed here is obvioudy meant to force those who are cavaier about
deception to think harder about non-deception dternatives. Given the increased incentive to think
harder about alternatives, we expect that few researchers will have to accept co-authors who have
bought themsdlvesin through suggestion of a non-deception design. The webdite solution isthus
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meant as an off-equilibrium outcome that rarely happens (see Ortmann & Hertwig, 2002b, for
details).

The proposed website is certainly not the only solution to the enforcement ggp—others have
proposed different measures (e.g., the APA should provide more specific standards regarding the
permissibility of deception and its appropriate use; Pittenger, 2002). We hope that the co-
occurrence of these proposas (and their underlying concerns) will spur discussion and search for
even better mechanisms that have the potentia to provide individua researchers with good reasons
not to adopt deception “as a matter of course’ (Kelman, 1968) but to search for dternative
procedures.

Methodologica Innovation: A Benefit of Searious Enforcement Efforts?

Enforcing deception as a strategy of last resort would not only promise to minimize the
methodologica sde effects of deception (e.g., suspicion, distrust) but would aso provide an
incentive to develop, evauate, and employ aternatives. More than three decades ago, Baumrind
(1971) anticipated methodologica innovations once deception would no longer be easily available.
Assheput it:

Many of the investigators who choose to use Machiavelian meansin experimenta settings are
brilliant and cregtive methodologists. The likelihood is that if such men knew that in order to
investigate experimentaly an areain which they were interested they would have to revise
their research Strategy, they would ... be capable of inventing new experimental methods that

were well controlled as well as humane. (p. 893)

It isingructive and supportive of Baumrind's optimism to observe how prohibition of
deception in experimental economics gppears to spur innovation. Whereas decelving participantsis
generdly taboo among experimenta economidgts, there are rare dissenting views. One of those
dissentersis Bonetti (1998a), who referred to one of the very few deception studiesin
(experimental) economics to argue that some discoveries require the use of deception. The study in
question investigated how much people invest in public goods as a function of the action of other
players. Interestingly, this scenario mirrors that of conformity experiments. Specificaly, Weinman
(1994) had participants divide an endowment (in each round of a repesated game) between a public
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and aprivate good. They made their decisonsfdsay believing that they interacted either with highly
cooperative or very uncooperative players. Weinman observed an asymmetric response to the
contribution of others: Players responded to fabricated non-cooperative behavior with non-
cooperation but responded to highly cooperative behavior with normal play. According to Bonetti
(19984, p. 387), “the discovery of this evidence supporting what Weinman cdls ‘ exploitation
averson’ necessarily required deception.”

But doesit? Taking up the challenge of developing a procedure that foregoes deception yet
yields smilar results, Barddey (2000) developed a design in which he replaced the deceptive
scenarios (e.g., high vs. low contribution of others) with fictitious scenarios. The fictitious scenarios
were presented side-by-side with the real contributions of other players.® Barddey showed that
under certain conditions participants have incentive to respond to al scenarios asif they weretrue,
thus enabling the experimenter to study scenarios of specia interest, such as ahigh amount of free
riding. Confirming Weinman's (1994) results, Barddey found that participants gppear to be more
sengtive to free riding than to cooperation on the part of others.

Clearly, Barddey’s (2000) dternative to deception istailored to a specific research question
and thus cannot serve as agenerd dternative template to deception. Y et, this example illustrates
that one ought to be careful in reaching categoricad conclusions such asthat deception is
indispensable for the discovery of certain phenomena. Moreover, this case study from experimenta
economics suggests that abandoning deception as a matter of course, and thus taking the APA
guiddines serioudy, promises to spur methodological innovation, which in turn will provide

researchers with aricher repertoire of aternative non-deception procedures.

Generd Discusson

In the defense of deception, four arguments are often advanced that we have evaluated on the
bass of a systematic search of evidence. Congstent with the first argument, there has been adrop
in the use of deception in socid psychology (but not in marketing research). Despite this drop, the
absolute prevalence in the 1990s was il high in socid psychology, and smilarly, in marketing
research. Second, there is mixed evidence regarding the question of whether deceived participants
become resentful about having been fooled. Third, in contradiction to the argument that the data of
suspicious and naive participants do not differ, we found that suspicion has the potentia to ater
experimentd data subgtantidly. Findly, in response to the argument that deception isindispensable
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for achieving experimenta control in some socidly sgnificant areas of research, we argue that
deception is frequently used when, in fact, it would have been dispensable.

Undoubtedly, the available evidenceis not as clear-cut as either the proponents or the critics
of the use of deception sometimesimply. Thus, there is room for honest difference in evaluating the
evidence. Inwhat follows, we suggest one way of interpreting the data, and more generdly, the
manifold costs of deception. While one may certainly disagree with our reading, we bdievethat it is
indisputable that psychology’ s self-imposed rules of conduct and research redity are two different
animas. Unless we mean those rules to be merely cosmetic, the discipline ought to address the gap

between them and redlity.

Why Bother If Effects of Suspicion Are Negligible:
The Curious Changes in Subject-pool Composition

Possibly, the most important argument in the defense of deception is the conjecture that there
are only negligible differences between the data of suspicious and reportedly naive participants (eg.,
Kimmel, 1998, p. 804; Bonetti, 1998a). The data reported in Tables 2-4 contradict this clam.
They suggest that firsthand experience with deception can generate suspicion, which, in turn, can
ater experimenta performance. In contrast, the consequences of secondhand experience are much
lessclear. To reiterate, secondhand experience with deception is assumed to originate from sources
such as undergraduate psychology classes, campus scuttlebutt, media coverage of psychologica
research, and the profession’ s reputation more generaly. Our search happened upon very few
atempts to explore the effects of secondhand experience. Infact, al studieslisted in Tables 2-4
examined firsthand experience. Clearly, secondhand experiences are difficult to measure, quantify,
and manipulate; they may therefore smply not be studied. Consequently, thereislittle ground ether
to corroborate or refute the belief that secondhand experiences contaminate the subject pool .

Once again, are there redly no differences between the data of naive and suspicious
participants? A key inditutiona arrangement in psychology—the drastic shift in subject-pool
composition over the last three decades—reflects, in our view, researchers doubts that suspicion is
innocuous. In psychology, undergraduates have been a magor source of research data, and,
typicaly, undergraduate participation is enforced through the use of a subject pool. Subject pools
are replenished by requiring undergraduate students—notably students from introductory classes—

to participate in research projects as part of their course requirements. In asurvey of 242 U.S.
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psychology departments (with subject pools and graduate programs), Sieber and Sacks (1989)
found that 93.4% of departments recruited from introductory courses.™

Subject poals, however, have not aways rdied so heavily on students from introductory
clases. Inhisanadyss of the participant selection in studies published in the period 1966-1967 in
the two largest journds of the APA, Schultz (1969) found that 41% (Journa of Experimenta
Psychology) and 34% (JPSP) of studies relied on students from introductory psychology courses as

participants. What has prompted this drastic change in the composition of psychology’s subject
pools? Although thisis speculation, we suggest that the current practice of recruiting participants
mostly from introductory courses could be the result of an evolutionary process—a process driven
by attempts to minimize the contaminating effects of deception and suspicion on the participant pool.
By replenishing subject pools with ever new and naive participants and using them as the prime
source of data, psychology has designed a recruiting mechanism that promises to curtail the possibly
distorting sde effects of firsthand experience with deception. If true, researchers may have done
nothing less than take Silverman et d.’s (1970) advice to heart, namely, “that the practice of using
the same subjects repestedly be curtailed, and whenever administratively possible, subjects who
have been deceived and debriefed be excluded from further participation” (p. 211).

Psychologists also appear to take individua precautions to curtall the negative consequences
of participants suspicion. For ingtance, a prominent socid psychologist told us that at his
|aboratory, in which deception is used and in which students are digible to participate in multiple
experiments, experimenters routingly probe for suspicion at the end of the studies. In addition, they
ask the participants to list the previous studies they have participated in. If experimenters need naive
participants, they can discount al data from participants who have previoudy participated in a
deception study. Or they might choose to andlyze those data separately and estimate the effects of
experience with prior deceptions. To the best of our knowledge, this practice is not ingtitutionaized
throughout psychologica |aboratories but is left to the discretion of the individud researcher.
Therefore, such arrangements may have the unfortunate, and paradoxical, consequence that
researchers who do not use deception are more likely to become victim of its potentialy distorting
Sde effects, snce they might be lessinclined to probe their participants for suspicion and thus be less
able to control for the effect of prior experience with deception.

To conclude, in his essay on the potentia long-term costs of deception, Kelman (1967)
predicted that as we continue to use deception “our potentia subjects become increasingly
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disrustful of us,” and therefore the “more research we do, the more difficult and questionable it
becomes’ (p. 7). Was heright? We suggest that firsthand experience with deception indeed has
the potential to evoke participants suspicion, which in turn can affect data. This potentia, however,
does not necessarily make future research questionable. Kelman did not anticipate whet is possibly
an indtitutiona solution to the problem of a contaminated subject pool—psychology’ s strategy of
congtantly replenishing the subject pool, thus reducing the risk of relying on suspicious participants.
Economigs adage that there is no such thing as afree lunch seemsto gpply to the current context
with force. Heavy reliance on a narrow subject pool exacts costsaswell. Criticizing socid
psychology’ s heavy dependence on college students as research participants, Sears (1986) argued
that “overdependence on this one narrow data base may have unwittingly led us to a portrait of
human nature that describes rather accurately the behavior of American college studentsin an
academic context but distorts human socia behavior more generdly” (p. 515). Judging from Sieber
and Sacks (1989) results, (socid) psychology’ s data base appears even narrower—college

students from introductory classes—than Sears assumed.

Old but Not Obsolete Evidence and Private Observations

In our search for studies that examined the methodologica consequences of deception, we
discovered that most available studies date back to the decade between the mid-1960s and the
mid-1970s. Thisisno coincidence. Silverman (1978, p. 405) referred to this period asthe “most
sdf-critica decade’ of psychology, during which much research was devoted to investigating the
“threatsto vdidity that resdein ... the interaction between the experimenter and the subject”
(Rosenthd & Rosnow, 1991, p. 110). Arethe results of this research obsolete today? For several
reasons, we do not think so. For one, although the use of deception has dropped, it is, aswe have
documented, till frequently used. To the extent that participants expectations and degree of
suspicion reflect contemporary research practice, the threat of data contamination remains. To the
extent that participants expectations and degree of suspicion track past research practice, for
ingtance, through undergraduate teaching, the threet of data contamination is even more pronounced.

Second, the few recent studies that are available dso indicate the potentid of firsthand
experience to affect behavior in future experiments. Krupat and Garonzik (1994) and Epley and
Huff (1998) asked participants to report what their concrete expectations would be if they
participated in future research (e.g., “you will be mided or deceived in some way during the course
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of the study”) and analyzed these expectations as a function of prior experience with deception.
Participants' responses suggested that with previous exposure to deception, participants were more
likely to expect to be mided and deceived in future experiments, and to be more suspicious of
information presented by the experimenter.

Krupat and Garonzik’s (1994) and Epley and Huff’s (1998) findings are dso consstent with
gtill another category of contemporary evidence that only rardly makesit to the public domain:
researchers unprompted, informal observations. One example of such an unprompted observation
Is MacCoun and Kerr’'s (1987) report described earlier. Istheirsjust arare exception or the tip of
an iceberg? We do not know. We are, however, surprised by how many of our colleagues have
related unprompted observations to us, ranging from comments on participants distrust about the
promised performance-contingent payment to their distrust of crucid parametersin gamblesto their
conviction that some coincidental noise outside of the laboratory room is systematicaly related to the
current experiment. These informal observations suggest that there are myriad ways in which

suspicion can seep into our labs and studies.

Conclusion

In the late 1960s, Kelman worried that psychologists use deception without question, and he
fet that “we are training a generation of students who do not know that there is any other way of
doing experiments in our fidld—who fed that deception is as much de rigueur as sgnificance & the
.05 levd” (1967, p. 3). Since then, some things have changed. Today, we certainly do not teach
students that deception is de rigueur. Rather, implicitly or explicitly we teach them that deceptionis
a commonly accepted practice that needs, however, to be justified to what is often perceived as a
capricious and overly cautious ethica review by IRBs. We doubt that they learn—for instance, by
example—that deception is meant to be a strategy of last resort. Moreover, we continue to teach
students just one modd of investigative Stuation. 1n this modd, experimenters assume participants
naiveté, and thus believe they need to camouflage the research purpose—an assumption that
appears absurd, for ingtance, when viewed from the Wundtian mode of experimentation (see
Danziger, 1990). And finaly, we have not begun to teach students to explore dternative
gpproaches actively, nor do we provide them (or usfor that matter) with incentivesto do so. Inthis

sense, reconsidering the use of deception aso affords us the opportunity to both revisit the socia
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parameters of the investigative Stuation as wel as the implicit and explicit incentives that drive our
methodologica proclivities.
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Table 1. A sample of conclusons from psychologists and experimental economists regarding the
negetive effects of deception.

Orne (1962, pp. 778-779). [ The use of deception] on the part of psychologistsis so widdy known in
the college population that even if apsychologist is honest with the subject, more often than not he will
be distrusted. As one subject pithily put it, “ Psychologists dways lie!” This bit of paranoia has some
support in redity.

Ring (1967, p. 118). Whét is the perceptive student to think, findly, of afield where the most renowned

researchers apparently get their kicks from practicing sometimes unnecessary and frequently crass
deceptions on their unsuspecting subjects?

The short-run gains may be consderable, but it does not gppear chimerica to suggest that the ultimate
price of deception experiments may be the creetion of extremdy mistrustful and hostile subject poals. It
would be ironic indeed if, by their very style of research, socid psychologists were to put themsalves out

of busness.

Argyris (1968, p. 187). Many experiments have been reported where it was crucid to deceive the

students. . . . One result that has occurred is that students now come to experiments expecting to be
tricked. Theinitia romance and challenge of being subjects has left them and they are now beginning to
behave like lower level employeesin companies. Their big chalengeis to guess the deception (best the
management). I one likes the experimenter, then he cooperates. If he does not, he may enjoy botching
the works with such great skill that the experimenter is not aware of this behavior.

Adelson (1969, p. 220). When the campus population learns, as it can hardly fail to do, about the

common tendency of psychologists to deceive, so that dl kinds of unanticipated, unknown expectations
enter the experimenta Stuation, the subject aiming to “p sych” the experimenter’s “psyching” of him,
subject and experimenter entangled in aweb of mutua suspicion, mutua deception.

Seeman (1969, pp. 1025-1026). When a subject has once participated in a study using deception heis

no longer a naive subject but a sophisticated subject who brings to subsequent studies a variety of
persona theories and hypotheses that guide the behavior of the subject quite as decisively as theories
and hypotheses guide the behavior of an experimenter. In view of the frequency with which deception is
used in research we may soon be reaching a point where we no longer have naive subjects, but only
nalve experimenters. Itisan ironic fact that the use of deception, which isintended to control the

experimental environment, may serve only to contaminate it.
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Hey (1991, pp. 21, 119, 173, 225). | fed that it is crucidly important that economics experiments

actualy do what they say they do and that subjects bdieve this. | would not like to see experimentsin
economics degenerate to the state witnessed in some areas of experimental psychology whereit is
common knowledge that the experimenter says one thing and does another. [Subjects] believing what
the experimenter tells them...seems to me to be of paramount importance: once subjects start to distrust

the experimenter, then the tight control that is needed islogt.

Davis and Holt (1993, pp. 23-24). The researcher should...be careful to avoid deceiving participants.

Most economidts are very concerned about developing and maintaining a reputation among the student
population for honesty in order to ensure that subject actions are motivated by the induced monetary
rewards rather than by psychologica reactions to suspected manipulation. Subjects may suspect
deception if it is present. Moreover, even if subjectsfail to detect deception within asession, it may
jeopardize future experiments if the subjects ever find out that they were deceived and report this
information to their friends.

Ledyard (1995, p. 134). It is bdieved by many undergraduates that psychologists are intentionally

deceptive in mogt experiments. |f undergraduates believe the same about economics, we have lost
control. Itisfor this reason that modern experimenta economists have been carefully nurturing a

reputation for absolute honesty in dl their experiments.




Table 2. The effects of suspicion on experimentd performance.

Authors Proportion of suspicious Experimenta performance of
participants suspicious participants (effect sz€°)
Allen, 1966 30 out of 120 (25%) Less conformity: On a maximum score

of 100% conformity, unsuspicious
participants scored on average 26%
and suspicious participants 12%

Stricker, Messick, & Jackson, 1967

38.6% (averaged across sex

Lessconformity: r = .49 (Table 4), r =

and suspicion about various | .33 (Table 5); averaged across sex and
aspects of the experiment; measures of conformity
seetheir Table 1)

Glinski, Glinski, & Satin, 1970 Sessions 1 and 2 Lessconformity: r = .89 (Session 1), r
42 out of 55 (76%) = .86 (Session 2)

Ettinger, Marino, Endler, Geller & 15 out of 40 (38%) Lessconformity: eta= .33

Natziuk, 1971

Endler, Wiesenthd & Gedller, 1972 No data No difference in conformity (no

“dgnificant” main effect)
Endler & Hartley, 1973 14 out of 40 (35%) Lessconformity: eta= .31

Gdler & Endler, 1973

28 out of 54 (52%)

“Once subjects become suspicious,
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their conformity sharply decreases’ (p.
52): eta= .6
Gdler, Endler & Wiesenthd, 1973 | 21 out of 61 (34%) Lessconformity: eta= .33
Wiesenthal, Endler & Geller, 1973 | 96 out of 116 No difference in conformity (non-
(83%) sgnificant t-test)
Chipman, 1966” 19 out of 68 (28%) No sgnificant difference in conformity
Willis & Willis, 1970° 54.2% Little to no effect
Rubin & Moore, 1971° 95 out of 142 (67%) were | Lessconformity: r = -.42
ether medium or highly
uspicious
Adair, 1972° 38 out of 86 (44%) Less conformity: eta= .21
Stang, 1976 13 of 65 (20%) Less conformity: eta = .3;
“‘dgnificant’ trestment effects on
conformity only when suspicious Ss
were removed from the analyses’ (p.
353)

& Effect sizes caculated (eta, biserid correlation r) when sufficient information was available,
b Obtained from our literature search (search words: “deception” and “suspicion” and its variants); articles with no index stem from Stang’s (1976) review.
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Table 3. The effects of anticipation of deception on experimenta performance.

Authors Research topic Manipulation Behaviord effects (Effect 5z€°)
Levy, 1967 Verba Two groups of participants. fully informed Groups differed in the leve of
conditioning (tipped-off by a confederate) and uninformed | performance (eta = .41) but there were
no sgnificant differences in the shape of
the acquigtion curve
Golding & Vdins effect Three groups of participants. naive, suspicious | No “ggnificant” differencesin the Vdin
Lichtengein, (effect of bogus | (by being told in a conversation with a effect asafunction of prior knowledge.
1970 heart rate confederate that that they would betricked), | However, participants who admitted
feedback on and completely informed about the deception | awareness of experimental manipulation in
preferences) by a confederate a postexperimental questionnaire did not
show the Vdins effect, whereas those
who either were not aware of or did not
admit their awareness showed a
substantiad effect (r = -.48)
Gdlo, Smith, & | Conformity Three groups of participants. complete, No sgnificant effect (eta=.13)
Mumford, 1973 | behavior partia, or no information about the purpose
of the experiment (the information did not
reved that deception was used)
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Turner & Aggresson Three groups of participants no information, | “Increased levels of ... subject
Simons, 1974 | (wegpons effect) | informed that some deception might be sophistication led to decreased numbers
involved (by a confederate tip-off), or of shocks administered by subjectsto

informed that “the weapons were probably ther frustrators’ (p. 341; eta=.43)
part of the procedure to influence their

behavior” (p. 342)
Spinner, Adair, | Incidenta At the end of the firgt part of an experiment, | Those who were suspicious and intended
& Barnes, 1977 leaning designed to arouse suspicion, participants to prepare for some other task scored

were told: “ Sometimes experiments require higher than those who did not prepare
that a subject be decaived initidly” (p. 546). | and/or were not suspicious (eta = .46)
Based on an “awareness questionnaire’
administered at the end of the second part of
the experiment, participants were classified
into three groups as a function of ther

suspicion and anticipation of other tasks

Allen, 1983 Cooperativeness | Two groups of participants. “neutra No sgnificant effect
inaPrisoner’s forewarning” (i.e, “in afew experimentsit is
Dilemmagame necessary for experimentersto decelve
subjects concerning some eements of the

experiment”) vs no forewarning
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Finney, 1987 | Conformity Three groups of participants were instructed | The number of conformity judgmentsin
behavior that they either “may be deceived,” or “will be | the “will be deceived group” (4.1) was
deceived,” or they did not receive any sgnificantly higher than inthe“no
consent information consent” group (1.9), but the resultsin the

latter group did not differ from thosein
the “may be deceived group” (2.3)

Wiener & Erker, Attribution of Two groups. standard informed consent, and | No significant effects for sentencing
1986 responghility and | prebriefing group (i.e., participants were judgment, verdicts, and attribution
evauation of derted to the possihility that they might be judgments, sgnificant differencesin the

culpability intentionaly misnformed) atribution process

® Effect szes caculated when sufficient information was available (search words: “deception” and “prebriefing,” “forewarning,” or “informed consent”).
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Table 4. The effects of experimentd history on participants performance.

learning task after an earlier task that did or
did not involve deception.

Experiment 2. Same procedure asin

Authors Research topic Manipulation Behaviord effects (Effect 5z€°)

Brock & Becker, | Compliance Students participated in two consecutive Complete debriefing reduced compliance

1966 behavior experiments, the debriefed experiment and behavior in the test experiment (10%) but
the test experiment. Participants were only when the debriefing Stuation and the
assigned to three groups. no debriefing, test experiment were explicitly amilar; no
partid debriefing, and complete debriefing. reduction in the no and partid debriefing
For haf of the participants, the test conditions (50% and 50%)
experiment included an dement from the
debriefing experience; for the other hdf the
common el ement was omitted.

Fillenbaum, 1966 | Incidenta learning | Experiment 1. Performance on an incidenta- | Experiment 1. Although participants who

experienced deception did somewhat

better on the incidenta-learning task, the
difference was “not very large and far from
ggnificant” (p. 534, r =.1). Difference was
larger if one compared participants who
reported themselves to be suspicious to

those who did not.
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Experiment 1 with minor changes.

Experiment 2. Participants with deception
experience did better on the incidentd-
learning task (r =.27). Asin Experiment 1,
difference was larger if one compared
participants who reported themselves to be

suspicious to those who did not.

Cook, Bean,
Cader, Frey,
Krovetz, &
Reisman, 1970

Attitude-change
experiments

Experiment 1. Experimentdly naive
participants took part in one of five attitude-
change experiments.

Experiment 2. Participants were assigned to
one of three groupsin Experiment 1, which
was or was not linked to Experiment 2 (by a
common cue). The three groups were no

deception, experience of deception,

Experiment 1. Attitude data did not
sgnificantly differ as afunction of
experimentd higory. Experimenta history,
however, affected globd attitudes:
Participants with deception experiences
believed the experimenter less, considered
experiments to be less scientific and less
vauable, and reported caring less about
understanding and following ingructions

Experiment 2. Attitude was affected by the
deception variable and the presence of the
cues (eta=.34). Without a cue,
experience of deception biased the data
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knowledge of deception.

(compared to knowledge of deception).
With a cue, learning about deception but
not experiencing it biased the data”

Fllenbaum & Frey| Incidentd learning | Students were given the critical incidentd - Suspicious participants scored higher on
1970 learning task immediately after aprior and the incidental-learning task than trustful
revealed deception on another task. Students | participants (eta=.31)
were categorized as “trustful” or “suspicious’
participants.
Siverman, Various dependent | Experiment 1 involved either deceptionand | “Significant differences between deception
Shulman, & variables debriefing or amemory study without and nondeception conditions were
Wiesenthal, 1970 deception. In Experiment 2, dl participants | observed with dl four of the tests used” (p.

were given tests measuring compliance of
demands, persuasibility, sentence
completion, and a personality test.

209). Etaequaed .25, .26, and .29 for the
compliance of demands, persuasibility, and
sentence completion test, respectively.
Overdll, “the deception experience
sengtized subjectsto possible ulterior
purposes of experiments, increasing
evauation gpprehension” (p. 209)
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Cook & Perrin, | Attitude change, Experiment 1. Participants were assigned to | The attitude data (unlikein Cook et d,
1971 incidentd learning one of three deception conditions: no 1970) did not discriminate between
deception, experience of deception, and conditions. Theincidenta-learning measure
knowledge of deception. showed that prior experience but not prior
learning of deception produced greater
Experiment 2. Attitude-change and incidentd learning (r = .3), and
incidental-learning measures were obtained | “experiencing deception produced the
(participants did or did not learn that dso this | strongest evidence of absolute bias’ (.
experiment involved subsequent deception; | 215). A measure of general suspiciousness
we ignore this manipulation here). (“how truthful are psychology
experimenters’) but not of particular
Suspiciousness (concerning the relationship
of both experiments) showed amain effect
on incidentd learning (eta = .29)
Page & Scheidt, | Aggressveness Experiment 3. Two groups of participants: The wegpon effect was obtained for the
1971 (weapons effect) naive participants who took partina sophigticated but not for the naive

psychologica experiment for the first time
and sophisticated participants who took part
in a deception experiment within the last
month.

participants (eta = .32). “What appeared to
be aggressive behavior to the origind
investigators seems to have been a sham or

an artifact” (p. 315).
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Christensen, 1977

Verba conditioning

Experiment 1. Four experimenta groups,
including one group in which an active
attempt was made to manipulate their
behavior. Then they were debriefed and
went through the verba conditioning
procedure.

Experiment 2. Three experimenta groups,
including one prior manipulaion group and

one non-manipulation group

Experiment 1. Conditioning did not occur
for the group that experienced prior
manipulation and deception, but it did
occur for the group that was only told that
experiments may involve active
manipulation of their behavior

Experiment 2. Unlike in the control and
non-manipulation groups, “subjects given a
manipulative experimenta experience do
not exhibit verba conditioning” (p. 397)

Gruder,
Stumpfhauser, &
Wyer, 1977

Performance on an

intelligence test

Participants received randomly determined
feedback about their performance on an
intdligence test. Half of them were debriefed
about this deception whereas the other half
were not. Then they worked on aparalée
form of the test aweek later.

Participants who had been debriefed
improved more in the pardle form than
those who had not been debriefed (eta=
3)

? Effect sizes caculated when sufficient informeation wes available. ° Bias be ng defined as the difference to the no deception group.




Footnotes

! We note that ethical questions are not divorced from methodological ones. For example, the moral thing to do
with deceived participantsisto debrief them as quickly as possible after completing the experiment. Each time
this moral imperative (which the APA has endorsed) is met, however, the impression that psychologists
commonly deceive may be strengthened (Tesch, 1977).

2 They are Stricker (1967), Seeman (1969), Carlson (1971), Menges (1973), Levenson, Gray, and Ingram (1976),
Krupat (1977), McNamara and Woods (1977), Gross and Flemming (1982), Adair, Duschenko, and Lindsay (1985),
Vitelli (1988), Toy, Olsen, and Wright (1989), Sieber, lannuzzo, and Rodriguez (1995), Nicks, Korn, and Mainieri
(1997), and Eply and Huff (1998). Adair et al. (1985), for instance, defined deception as “the provision of
information that actively misled subjects regarding some aspect of the study” (p. 62). Nickset al. (1997) defined
deception as an “explicit misstatement of fact” (p. 70), and Menges (1973) described deception as instances
where “the subject is given misleading or erroneous information” (p. 1032).

% Thereisacompletely different approach to the definition of deception. While deception is commonly defined
on the basis of the experimenter’ s behavior (e.g., intentionally providing false information), one could defineit
aternatively on the basis of how participants perceive the experimenter’ s behavior. According to such a
definition, deception would have occurred if participants, after being completely debriefed, had perceived
themselves as being misled. Such an approach defines deception empirically and post hoc rather than on the
basis of abstract principles. We do not know of any attempt to realize such an “inductive” approach.

* To test the often-heard belief that deception is almost exclusively used in social psychology studies, we
conducted a small-scale survey in which we asked researchersin the field of behavioral decision making how
often they used deception in their research practice (Hertwig & Ortmann, 2001). A total of 26 researchers
responded; the sample encompassed well-established as well as young researchers. They estimated that, on
average, they used deception in 1.7 out of 10 experiments. It was particularly interesting to observe that the
researchers’ opinions about the use of deception varied widely within one research area. Whereas 60% percent
of the researchers stated that they never useit, 20% useit in half or more of their experiments.

® Curiously, Christensen (1988) in his review of the evidence did not include his own study conducted a decade
earlier. There, he concluded: “ The primary conclusion that can be drawn from the present two studiesis that
subjects who have knowingly participated in a manipulative experiment will attempt to resist such amanipulative
intent in future manipulative experiments’ (pp. 399-400).

®1tis not without irony that Milgram, who so impressively demonstrated that authority is seductive, defended his
experimentsin part by datafrom follow-up questionnaires revealing that the majority of participants were glad
they had participated.

" That participants appear to feel less bored in psychological experiments that suffer from a“mundane, repetitive
nature” (Sharpe, Adair & Roese, 1992, p. 589; see also Coulter, 1986) is atwo-edged benefit: Whereas deception
(or just the suspicion thereof) may in fact make atedious and boring study less so by triggering curiosity and the
desire to see through the deception (in the present and even more so in future experiments), these very responses
can undermine experimental control.

8 To avoid opportunistic sampling of evidence (see Footnote 5), we referenced here all published journal articles
that Kimmel (1998, pp. 104-107) in his recent review cited in support of his conjecture that the negative effects of
deception appear to be minimal. We also included other articlesin his support that we encountered outside of his
review. Finally, we attempted to unearth further studies that gauged students’ feeling of resentment (or lack
thereof) about the use of deception in psychology experiments. Using the term deception in combination with
either feelings, or resentment, we conducted aliterature search using PsycINFO/PsycLIT. These searchesdid
not turn up any further hits.

® Incidentally, these studies also demonstrate that an experimenter does not need to deceive in order to
experimentally study deception and its consegquences.

19 Stricker (1967) surveyed all articles using deception that were published in four leading social psychology
journalsin 1964. Of the 88 deception studies, only 16 attempted to quantify the degree of participants’ suspicion
of deception. In this subset, the median percentage of “suspicious’ participants was 4%, with arange from 0% to
23%. Stricker, Messick, and Jackson (1969) later suggested that “it seems very likely that the overall rate of actual
suspicion in these 16 studies was seriously underestimated” (p. 345) due to the inadequacy of the suspicion
criteriaused. Using different criteria, later studies found much larger numbers of suspicious participants (see our
Table 2).

" The effect size measure eta is defined as the square root of the proportion of variance accounted for (Rosenthal
& Rosnow, 1991) and isidentical to the Pearson product-moment correlation coefficient whendf = 1, asisthe
case when two conditions are compared (as in most cases where we calculated eta). According to Cohen’'s (1988)
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classification of effect sizes, avalue of etaof .1, .3, or .5 constitutes asmall, medium, or large effect size,
respectively.

2 The “weapons effect” (originally reported by Berkowitz & Le Page, 1967) suggests that weapons might
stimulate aggression by classical conditioning processes resulting from learned associations between aggressive
acts and weapons.

3 The instruction participants received read as follows: “In each situation, your screen will show you data
representing other people’s choices. Thisdatawill either be randomly generated, or in some cases, set by the
experimenter, unless the situation isthereal situation. If so, the numbers will show the actual decisions made by
the rest of the group. [...] Wewould like you to treat each situation asif it isreal and the only situation. Note
that for all you know, each one could be thereal one, in which case ALL information you are given about itis
true” (Barddey, 2000, p. 235).

¥ This does not mean that 93% of their participants are from introductory courses, as 35% of the responding
departments al so recruit from other lower division courses (Sieber and Saks, 1989, p. 1057).



