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Abstract

Calibration has become a standard tool of macroeconomics. This paper extends and refines the calibration methodology along several important dimensions. First, accounting for home production is important both in measuring calibration targets and in organizing the data in a model-consistent fashion. For this reason, thinking about home production is important even if the model under consideration does not include home production. Second, investment-specific technological change is included because of its strong balanced growth parameter restrictions. Third, the measurement strategy is laid out as transparently as possible so that others can easily replicate the underlying calculations. The data and calculations used in this paper are available at http://clevelandfed.org/research/Models/rbc/Index.cfm
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1. Introduction

Measurement plays a critical role in determining the quantitative performance of dynamic stochastic general equilibrium (DSGE) models. Refinements to the seminal model laid out by Kydland and Prescott (1982), such as Prescott (1986), Cooley and Prescott (1995), Greenwood and Hercowitz (1991) and Benhabib et al. (1991), have greatly improved our understanding of many key features of the data.

Although variants of this framework are constructed to answer a broad range of questions, the underlying quantitative structure, i.e., the calibration procedure, is often quite similar across models. The similarity means that many of the same parameters and targets can be used, facilitating comparison of the findings across models. Consistency of measurement ensures that any differences in the findings of the models will emanate from differences across model specification rather than from different data used for the calibration.

The goal of this paper is to extend and refine the methodology for organizing the data as well as to provide a careful and detailed description of those data. In addition, access to the data is provided at http://clevelandfed.org/research/Models/rbc/.

Much of the paper is concerned with very detailed descriptions of the data and their construction. For the purposes of calibration and measurement, it is useful to include a home production sector even if the specific questions being studied do not explicitly call for a home sector. By way of example, distinguishing between home and market activity has implications for calibration targets like investment–output ratios and hours of work, and consequently for the structural parameters of the model. While it may cause some concern that including a home sector will change the results, there are special cases of the home production model in which home production “does not matter” in the sense that the home production model generates the same results as a model without home production; see Benhabib et al. (1991) and Greenwood et al. (1995).

The paper examines implications for functional forms in economies with a household production sector and characterized by balanced growth. It is shown that in those models, allowing for capital-embodied technological change implies that within the class of constant elasticity of substitution (CES) production functions, the market and home production functions must be Cobb–Douglas. While this result is not new (see Swan, 1964; Phelps, 1966), it clarifies the point that the data imposes key consistency restrictions on functional forms.

Another important component of this framework concerns the properties of the Solow residual. In general, the calculation involves subtracting share-weighted changes in the logs of labor and capital from output. While most of the measurement for the real business cycle (RBC) literature is based on a quarterly frequency, capital stock data are only available at an annual frequency. Cooley and Prescott (1995, p. 22) choose to ignore the capital input in computing their Solow residual, arguing that any interpolation scheme for constructing a quarterly capital stock “is essentially arbitrary and may add to the variability of both output and the residuals” and that quarterly variation in the capital stock is approximately zero. Several alternative procedures will be explored here. For the most part, the properties of the Solow residual are robust to how quarterly capital stock series are computed, or whether the capital stock is simply ignored. Further, the
parameters governing the Solow residual are remarkably close to the standard values used in the RBC/DSGE literature.

Another issue related to the capital stock is its use as a calibration target. Early in RBC history, it was common to calibrate to the investment–output ratio. Over time, however, many have begun to use the capital–output ratio as a calibration target. The problem with using the capital–output ratio as a target is that the capital stock data is not well measured. The manifestation of the mismeasurement is that the data are subject to substantial, periodic revision; see Herman (2000). As an example, in 1997 the Bureau of Economic Analysis (BEA) revised broadly defined categories of capital upward by as much as 30%. Maddison’s (1995) “gross capital stock” data is even larger than the post-revision estimate of the BEA. In addition to measurement problems there is also an issue concerning what should be included in the capital stock. For example, should the value of land or inventories be included? To the extent that calibrated parameters and model predictions for business cycle moments are sensitive to the capital–output ratio—and results in Fisher (2001) suggest that they are—a return to the earlier practice of calibrating to investment–output ratios would seem justified. That is exactly what is advocated below.

This paper also addresses a claim, made by several authors (including Greenwood et al., 1995; Hornstein and Praschnik, 1997; Gomme et al., 2001), that the tax rate on capital income must be inordinately high (between 70% and 80%) for the model to be consistent with the observed after-tax rate of return and capital’s share of income. This claim is shown to be erroneous. Apparently, the confusion arises because it is unclear whether it is the pre-tax or after-tax rate of return that is used for the calibration. Loosely speaking, the setting of the discount rate in these models relies on the after-tax rate of return. Therefore, when adjusting the tax rate on capital, the after-tax return that is used for the discount rate must also be adjusted. This issue is discussed in detail in Section 4.5.

There are several issues, however, that remain unresolved, and are left for future investigation. The first is that the typical calibration procedure using the RBC framework produces a real interest rate that is substantially higher than the real interest rate found from other sources. The baseline parameters used in this paper (and similar to many other studies) imply a pre-tax real interest rate of 13.2% per annum. Poterba (1998), however, finds a real return on capital of 8.6% (1959–1996) using National Income and Product Accounts (NIPA) data on capital income flows and BEA capital stock data. Siegel (1992) computes a real return of 7.77% for the Standard & Poor 500 (1800–1990), a value that is only slightly lower than reported in Mehra and Prescott (1985) for the period 1880–1980.

Also, it appears that several of the series required in this line of research are not wholly consistent with the maintained hypothesis of balanced growth. More specifically, the investment share of housing has fallen somewhat over this time period while that of equipment & software has risen. In addition, over the entire sample, 1925–2001, all of the measured depreciation rates show a secular increase. This paper does not attempt to resolve this issue, and the calibration uses averages computed over the time period under study.

Finally, the capital stock is disaggregated into four major categories and the model allows for investment-specific technological change in these components. The implications of investment-specific technological change in the market sector has been investigated by Greenwood et al. (1997); the current paper extends this idea to the home sector as well. Most work in this area has used data from Gordon (1990) who carefully documented changes in the prices and quality of a range of capital goods. Since the Gordon data have
not been updated recently and is not available quarterly, the approach used below is to use
the relative prices of the investment goods implicit in the NIPA data. Unfortunately, this
procedure implies stochastic processes for investment-specific technological change that
lead to investment volatility that is grossly at odds with the data.

The rest of the paper is organized as follows. The economic environment is described in
Section 2. The equilibrium conditions are given in Section 3. Calibration and measurement
issues are presented in Section 4. Section 5 discusses the findings and Section 6 concludes.

2. The economic environment

The model is a standard representation of the DSGE/RBC framework. A home
production sector is included owing to its usefulness for the quantitative analysis that
follows.

2.1. Households

The representative household derives utility from consuming market goods, \( c_{mt} \), and
home goods, \( c_{ht} \), and disutility from working either in the market, \( h_{mt} \), or at home, \( h_{ht} \). The
household’s preferences are summarized by

\[
E_0 \sum_{t=0}^{\infty} \beta^t U[c_{mt}, c_{ht}, h_{mt}, h_{ht}], \quad 0 < \beta < 1.
\]  

(1)

\( \beta \) is the discount factor. In (1), the consumption aggregator, \( C(c_{mt}, c_{ht}) \), is introduced to
conform with the home production literature, and because the properties of this aggregator
are important in calibrating the model. Leisure and the constraint on the household’s use
of time are embedded in the function \( U \).

There are two types of capital used in the home: housing capital, \( k_{ht} \), corresponding to
structures, and consumer durables, \( k_{dt} \), consisting of the remainder of the home capital
stock. Along with time spent working at home, these capital stocks produce home
consumption according to

\[
c_{ht} = H(k_{ht}, k_{dt}, \gamma_x h_{ht}),
\]  

(2)

where \( \gamma_x \) is the (exogenous) rate of labor-embodied technological change. It is assumed
throughout this paper that the rate of labor-embodied technological change affects the
home and market labor inputs symmetrically.

Early papers in the home production business cycle literature included a shock to home
productivity. There is little direct evidence on the stochastic properties of the home
productivity shock. While there are measures of the relevant capital stocks, time series on
home output are not collected, and there is only scant data on home hours. Consequently,
it is not possible to directly compute a Solow residual for the home sector. However,
McGrattan et al. (1997) provide indirect evidence based on maximum likelihood
estimation of a home production model. Their findings indicate that home productivity
shock is less persistent than the market productivity shock. Whether the home shock is
more or less volatile than the market shock depends on data detrending procedures.

Ingram et al. (1997) use an innovative approach to construct time series for hours worked at home, leisure and home consumption. Briefly, they use the first-order conditions
of a RBC/DSGE model with home production to infer what these three time series must look like. Using data on home capital, their approach could presumably be used to construct a home sector Solow residual.

Absent direct evidence on the home productivity shock, several approaches have been adopted. The first chooses parameter values such that the home productivity shock has no effect on market variables. This is achieved in the baseline parameterization with logarithmic utility and a Cobb–Douglas consumption aggregator along with a Cobb–Douglas home production function.

A second approach is to specify a nonstochastic home technology shock process. This approach does not imply that home production does not matter. What matters is the difference between market and home productivity; that is, as long as market productivity varies, home production matters.

Third, the market and home productivity shocks could be specified to be the same shock as assumed in Greenwood and Hercowitz (1991). More generally, a related possibility would assume that the stochastic process for the home shock resembles that of the market shock (but does not require that the shocks be the same). That is, the two shocks share the same autoregressive parameter and have the same standard deviations. In this case, however, it is also necessary to take a stand on the correlation between the innovations to the two shocks.

Finally, the parameters governing the home productivity shock could be chosen to match certain observed business cycle phenomena. There is some resistance in the literature to this approach because it uses, in part, the phenomena to be explained (business cycle behavior) to choose model parameters.

There are also two types of market capital: nonresidential structures, \( k_{st} \), and equipment & software, \( k_{et} \). The home and market capital stocks evolve according to

\[
\begin{align*}
    k_{st+1} &= (1 - \delta_s) k_{st} + q_{st} x_{st}, \quad (3a) \\
    k_{et+1} &= (1 - \delta_e) k_{et} + q_{et} x_{et}, \quad (3b) \\
    k_{ht+1} &= (1 - \delta_h) k_{ht} + q_{ht} x_{ht}, \quad (3c) \\
    k_{dt+1} &= (1 - \delta_d) k_{dt} + q_{dt} x_{dt}. \quad (3d)
\end{align*}
\]

The interpretation of these laws of motion is straightforward. Focus for the moment on equation (3a). Market structures depreciate at the rate \( \delta_s \). The factor multiplying investment, \( q_{st} \), reflects the current state of technology for producing market structures. While current investment in market structures uses \( x_{st} \) units of current output, this investment yields \( q_{st} x_{st} \) units of market structures next period. The evolution of the other capital stocks, (3b)–(d), have similar interpretations.

The household rents its market capital, \( k_{st} \) and \( k_{et} \), at the competitively determined prices \( r_{st} \) and \( r_{et} \), respectively. Capital income is taxed at the rate \( \tau_k \). Recall that the household allocates \( h_{mt} \) hours to working in the market. For this time, the household receives the wage rate, \( w_{mt} \). The household’s labor income is taxed at the rate \( \tau_l \). The final source of household income is a lump-sum transfer, \( t_t \), received from the government. The household divides its current income between market consumption, \( c_{mt} \), and investment in the four capital stocks. Thus, the household faces the budget constraint

\[
c_{mt} + x_{st} + x_{et} + x_{ht} + x_{dt} = (1 - \tau_t) w_{mt} h_{mt} + (1 - \tau_k) [r_{st} k_{st} + r_{et} k_{et}] + \tau_l. \quad (4)
\]
In (4), gross capital income is taxed at the rate \( \tau_k \) and there is no capital consumption allowance. The conventional means of introducing the capital consumption allowance is to add \( \tau_k [\delta_s k_{st} + \delta_e k_{et}] \) to the right-hand side of (4); doing so is inconsistent with balanced growth since each of the terms in (4) grows at the rate of output with the exception of the capital consumption allowance term. Alternatively, a capital consumption allowance could be introduced by instead adding \( \sum_{t=1}^T \tau_k [q_{st} x_{st} + q_{et} x_{et}] \) to the right-hand side of (4). While this second approach is consistent with balanced growth and is more in keeping with how the capital consumption allowance is handled in practice, it has the disadvantage of increasing the dimension of the state space of the model since past investments must be tracked. The formulation in (4) is the same as adopted by Greenwood et al. (1997) and Greenwood et al. (2000); provided that care is taken to properly measure the tax rate on capital (see Section 4.6), these different ways of accounting for the capital consumption allowance can be expected to give very similar results.

2.2. Goods producing firms

Firms have access to a constant-returns-to-scale production function for producing market output,

\[ y_t = F(k_{st}, k_{et}, \gamma_x h_{mt}; z_{mt}). \]  

(5)

The typical firm rents the factors of production, structures, \( k_{st} \), equipment & software, \( k_{et} \), and labor, \( h_{mt} \), at competitively determined prices, \( r_{st}, r_{et} \) and \( w_t \), respectively. The firm seeks to maximize

\[ F(k_{st}, k_{et}, \gamma_x h_{mt}; z_{mt}) - r_{st} k_{st} - r_{et} k_{et} - w_t h_{mt}, \]  

(6)

where \( z_{mt} \) is a productivity shock specific to market production which follows the autoregressive process

\[ \ln z_{mt+1} = \rho_m \ln z_{mt} + \epsilon_{mt}, \]  

(7)

where \( \epsilon_{mt} \) is an independently and identically distributed random variable.

2.3. Government

The government’s role in this economy is to collect tax revenues and then rebate the tax proceeds (lump-sum) to households. That is, the government satisfies the budget constraint

\[ \tau_k [r_{st} k_{st} + r_{et} k_{et}] + \tau_t w_t h_{mt} = \tau_t. \]  

(8)

3. Equilibrium conditions

Since the equilibrium of these models is well known, a full characterization is not undertaken and the equilibrium conditions are presented with minimal discussion. Combining the first-order conditions of the representative household and representative firm yields

\[ c_{mt} + x_{st} + x_{et} + x_{ht} + x_{dt} = F(k_{st}, k_{et}, \gamma_x h_{mt}; z_{mt}), \]  

(9a)

\[ c_{ht} = H(k_{ht}, k_{dt}, \gamma_x h_{ht}), \]  

(9b)
(1 − τt)γ'xF3(t)U1(t)C1(t) + U2(t) = 0,  
(9c)
\[ γ'kH3(t)U1(t)C2(t) + U3(t) = 0, \]  
(9d)
\[ \frac{U_1(t)C_1(t)}{q_{st}} = \beta E_t \left\{ \frac{U_1(t + 1)C_1(t + 1)}{q_{st+1}} \left[ (1 - \tau_k)F_1(t + 1)q_{st+1} + 1 - \delta_s \right] \right\}, \]  
(9e)
\[ \frac{U_1(t)C_1(t)}{q_{ct}} = \beta E_t \left\{ \frac{U_1(t + 1)C_1(t + 1)}{q_{ct+1}} \left[ (1 - \tau_k)F_2(t + 1)q_{ct+1} + 1 - \delta_c \right] \right\}, \]  
(9f)
\[ \frac{U_1(t)C_1(t)}{q_{ht}} = \beta E_t \left\{ \frac{U_1(t + 1)}{q_{ht+1}} \left[ H_1(t + 1)C_2(t + 1)q_{ht+1} + (1 - \delta_h)C_1(t + 1) \right] \right\}, \]  
(9g)
\[ \frac{U_1(t)C_1(t)}{q_{dt}} = \beta E_t \left\{ \frac{U_1(t + 1)}{q_{dt+1}} \left[ H_2(t + 1)C_2(t + 1)q_{dt+1} + (1 - \delta_d)C_1(t + 1) \right] \right\}, \]  
(9h)
along with the laws of motion governing the capital stocks, (3). In the above, \( U_i(t) \) denotes the partial derivative of the utility function, \( U \), with respect to its \( i \)th argument, with all arguments dated \( t \). \( C_i(t), F_i(t) \) and \( H_i(t) \) have similar interpretations.

The unknowns are \( c_{mt}, c_{ht}, x_{st}, x_{ct}, x_{ht}, x_{dt}, h_{mt}, h_{ht}, k_{st+1}, k_{ct+1}, k_{ht+1} \) and \( k_{dt+1} \).

### 4. Calibration

The calibration procedure involves choosing functional forms for the utility and production functions, and assigning values to the parameters of the model based on either micro-evidence or long run growth facts. Cooley and Prescott (1995) provide an overview of the general strategy. The next several subsections explain the reasoning and consequences of some standard modeling choices and describe in detail the calculation and determination of various parameters or targets that are typically used in the RBC framework. Section 4.9 provides descriptions of the remaining parameters (presented with much less detail) as well as the actual values chosen for the calibration.

#### 4.1. Balanced growth

An initial step involves solving for the model’s balanced growth path which imposes a great deal of structure on the calibration exercise. To start, assume that the production functions, \( F \) and \( H \), are each homogeneous of degree one in their three arguments. Also assume that the consumption aggregator, \( C \), is homogeneous of degree one in its two arguments. Next, assume that the utility function, \( U \), is homogeneous of degree \( 1 - \gamma \) in its first argument (aggregated consumption). King et al. (1988) provide arguments justifying these assumptions. Consequently, \( U_1 \) is homogeneous of degree \( -\gamma \) in \( C \) while \( U_2 \) and \( U_3 \) are both homogeneous of degree \( 1 - \gamma \) in \( C \). Finally, since the current focus is on long run growth, assume that investment-specific technological change is constant

\[ q_{st} = \gamma'_{st}, \quad q_{ct} = \gamma'_{ct}, \quad q_{ht} = \gamma'_{ht}, \quad q_{dt} = \gamma'_{dt} \]  
(10)

and the technology shock, \( z_{mt} \), is equal to its unconditional mean, \( \bar{z}_m \).

In the literature, balanced growth is often taken to mean that all variables with positive growth rates grow at a common rate along the nonstochastic balanced growth path. As shown in Greenwood et al. (1997), this notion of balanced growth is often too restrictive. For example, the capital stocks do not grow at the same rate as output. Here, balanced
growth means that along the nonstochastic balanced growth path, all variables grow at some (not necessarily common) constant rate.

For what follows, it is helpful to rewrite (9a) in terms of output shares

\[ \frac{c_{mt} + x_{st} + x_{ct} + x_{ht} + x_{dt}}{y_t} = 1. \]  

(11)

Fig. 4 presents data on the investment shares for the United States. Focusing on the post-World War II period, it seems that the share of investment in equipment & software has trended up slightly while that of housing (residential structures) and consumer durables have fallen somewhat; the investment–output ratios are discussed in more detail in Section 4.4. Presumably, over longer periods of time, these shares are bounded strictly between 0 and 1. If this is the case, then all of the investment series, as well as market consumption and market output, must grow at some common rate; denote this rate by \( g \). That is

\[ \frac{y_{t+1}}{y_t} = \frac{c_{mt+1} + x_{st+1} + x_{ct+1} + x_{ht+1} + x_{dt+1}}{x_{st+1}} = g. \]  

(12)

It can now be shown that the capital stocks grow faster than investment (and so market output). Consider market structures. Rewrite (3a) as

\[ \frac{k_{st+1}}{k_{st}} = 1 - \delta_s + \frac{\gamma_s g}{g_s} \frac{x_{st}}{k_{st}}. \]  

(13)

The left-hand side of (13) is the gross growth rate of the stock of market structures; denote this growth rate by \( g_s \). Rewrite (13) as

\[ g_s = 1 - \delta_s + \left( \frac{\gamma_s g}{g_s} \frac{x_{st}}{k_{st}} \right)^t \frac{\tilde{x}_{st}}{k_{st}}, \]  

(14)

where \( \tilde{x}_{st} = x_{st}/g' \) and \( \tilde{k}_{st} = k_{st}/g'_s \). That is, \( \tilde{\cdot} \) denotes a variable rendered stationary by transforming that variable by its long run growth rate. For \( g_s \) to be constant requires that the last term in (14) be stationary which implies

\[ g_s = g'_s. \]  

(15)

From (15), it follows that the gross growth rate of structures, \( g_s \), is strictly bigger than one, and further that its growth rate exceeds the growth rate of output, \( g \). Similarly,

\[ g_e = g'_e, \quad g_h = g'_h, \quad g_d = g'_d. \]  

(16)

Suppose that the market production function is CES

\[ y_t = z_{mt}[\zeta_s k_{st}^\zeta + \zeta_e k_{et}^\zeta + (1 - \alpha_s - \alpha_e) (\gamma_x h_{mt})^\zeta]^{1/\zeta}. \]  

(17)

This equation can be rewritten in terms of detrended variables. Along the nonstochastic balanced growth path

\[ \tilde{y} = z_{mt} \left[ \alpha_s \left( \frac{g_x}{g} \right)^t \tilde{k}_s^\zeta + \alpha_e \left( \frac{g_e}{g} \right)^t \tilde{k}_e^\zeta + (1 - \alpha_s - \alpha_e) \left( \frac{\tilde{y}_x}{g} \right)^t \tilde{h}_{mt} \right]^{1/\zeta}. \]  

(18)

From (15) and (16), \( g_s > g \) and \( g_e > g \). Regardless of the magnitude of \( g \) relative to \( \gamma_x \), Eq. (18) implies that the general CES production function is inconsistent with balanced growth: as \( t \to \infty \), the growth rate terms involving the capital stocks become arbitrarily large, implying that the detrended capital stocks are not stationary (but, by construction, they must be
stationary). As pointed out in Greenwood et al. (1997), within the class of CES production functions, only the Cobb–Douglas case is consistent with balanced growth. In this case

$$y_t = z\left[ k^a_t k^a_{ct} (\gamma^a) \right]^{1-\alpha_a}.$$  \hspace{1cm} (19)

It can be shown that

$$g = g^a_\text{c}.$$  \hspace{1cm} (20)

Using the expressions for the growth rates of the capital stocks, (15) and (16), yields

$$g = \gamma^a_\text{c}.$$  \hspace{1cm} (21)

The key feature of the Cobb–Douglas case is that all growth can, in effect, be expressed as labor augmenting.

Regarding the consumption aggregator, there are two cases to consider. The first imposes no structure on \( C \) apart from the earlier homogeneity assumption. In this case, market and home output must grow at the same rate: \( g = g_\text{c} \). To see this, write (9e) as

$$1 = \beta E \left\{ \frac{U_1(C_{t+1}, h_{mt+1}, h_{ht+1})}{U_1(C_t, h_{mt}, h_{ht})} \right\} \frac{C_1(c_{mt+1}, c_{ht+1})}{C_1(c_{mt}, c_{ht})} \frac{1}{C_t(c_{mt}, c_{ht})} \left[ (1 - \tau_k) z_s \gamma^a_\text{c} + 1 - \delta_k \right].$$  \hspace{1cm} (22)

The homogeneity assumption on \( U \) implies that \( U_1 \) is homogeneous of degree \(-\gamma\) in \( C \); thus,

$$\frac{U_1(C_{t+1}, h_{mt+1}, h_{ht+1})}{U_1(C_t, h_{mt}, h_{ht})} = g^a_\text{c} \frac{U_1(\tilde{C}_{t+1}, h_{mt+1}, h_{ht+1})}{U_1(\tilde{C}_t, h_{mt}, h_{ht})},$$  \hspace{1cm} (23)

where \( g_\text{c} \) is the growth rate of aggregated consumption. The fact that the consumption aggregator, \( C \), is assumed to be homogeneous of degree one in its two arguments is of little help in managing the terms involving its partial derivative, \( C_1 \). However, if \( c_{mt} \) and \( c_{ht} \) grow at the same rate, then

$$C(c_{mt}, c_{ht}) = C(\tilde{c}_{mt}, \tilde{c}_{ht})$$  \hspace{1cm} (24)

by virtue of the fact that \( C_1 \) is homogeneous of degree zero in its two arguments. Since market consumption grows at the same rate as market output, it follows that \( g_\text{c} = g \).

The second case restricts the consumption aggregator to be Cobb–Douglas

$$C(c_{m}, c_{h}) = c^{\psi}_{m} c^{1-\psi}_{h}.$$  \hspace{1cm} (25)

Now,

$$\frac{C_1(\tilde{c}_{mt+1}, \tilde{c}_{ht+1})}{C_1(\tilde{c}_{mt}, \tilde{c}_{ht})} = \psi \frac{c^{\psi}_{mt+1}^{1-\psi}_{ht+1}}{c^{\psi}_{mt}^{1-\psi}_{ht}} = \left( \frac{g_\text{c}}{g} \right)^{1-\psi} \frac{z_s^{\psi-1} \gamma^a_\text{c}^{1-\psi}}{\gamma^a_\text{c}^{\psi-1} \gamma^a_\text{c}^{1-\psi}}$$  \hspace{1cm} (26)

which is stationary. In the Cobb–Douglas case, the growth rates of market and home consumption can be extracted from the consumption aggregator in a convenient fashion. The growth rate of aggregated consumption, \( g_\text{c} \), is a geometric mean of the growth rates of market and home consumption

$$g_\text{c} = g^\psi g^1_{\text{c}}.$$  \hspace{1cm} (27)

Next, let the home production function be CES

$$c_{ht} = z_{ht} [ \theta_h k_{ht}^\eta + \theta_d k_{df}^\eta + (1 - \theta_h - \theta_d) (\gamma^a_\text{c}^\eta) ]^{1/\eta}.$$  \hspace{1cm} (28)
As with the market production function, along the nonstochastic balanced growth path
\begin{align}
\ddot{c}_h = \tilde{z}_h \left[ \theta_h \left( \frac{\dot{g}_h}{g_c} \right) ^\varepsilon \tilde{k}_h \right] ^\eta + \theta_d \left[ \frac{\dot{g}_d}{g_c} \right] ^\varepsilon \tilde{k}_d + \left( 1 - \theta_h - \theta_d \right) \left[ \frac{\dot{z}_h}{g_c} \right] ^\varepsilon \tilde{h}_m \right] ^{1/\eta},
\end{align}

(29)

where \( g_c \) is the growth rate of home consumption (home output). While the left-hand side is constant along the nonstochastic balanced growth path, in general the right-hand side is not (recall that by construction \( \ddot{k}_h \) and \( \ddot{k}_d \) are constant along the nonstochastic balanced growth path). Again, within the class of CES production functions, Cobb–Douglas is the only case consistent with balanced growth
\begin{align}
c_h = k_h \dot{k}_d (\gamma^T_t, h_t) ^{1 - \theta_h - \theta_d}.
\end{align}

(30)

In general, calibration involves finding the parameter values that satisfy the model’s nonstochastic balanced growth path. The relevant equations are collected in (31)
\begin{align}
\ddot{c}_m + \ddot{x}_s + \ddot{x}_e + \ddot{x}_d = F(\ddot{k}_s, \ddot{k}_e, h_m; z_m), \tag{31a}
\ddot{c}_h = H(\ddot{k}_h, \ddot{k}_d, h_h), \tag{31b}
(1 - \tau_f)F_3(\ddot{k}_s, \ddot{k}_e, h_m; z_m)U_1[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h]C_1(\ddot{c}_m, \ddot{c}_h) + U_2[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h] = 0, \tag{31c}
H_5(\ddot{k}_h, \ddot{k}_d, h_h)U_1[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h]C_2(\ddot{c}_m, \ddot{c}_h) + U_3[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h] = 0, \tag{31d}
U_1[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h]C_1(\ddot{c}_m, \ddot{c}_h) = \beta E_t \left\{ \frac{U_1[C(\ddot{c}_m+1, \ddot{c}_h+1), h_m+1, h_h+1]}{g^\gamma_c} \times C_1(\ddot{c}_m+1, \ddot{c}_h+1) \times [(1 - \tau_k)F_1(\ddot{k}_s+1, \ddot{k}_e+1, h_m+1; z_m+1) + 1 - \delta_k] \right\}, \tag{31e}
U_1[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h]C_1(\ddot{c}_m, \ddot{c}_h) = \beta E_t \left\{ \frac{U_1[C(\ddot{c}_m+1, \ddot{c}_h+1), h_m+1, h_h+1]}{g^\gamma_h} \times C_1(\ddot{c}_m+1, \ddot{c}_h+1) \times [(1 - \tau_k)F_2(\ddot{k}_s+1, \ddot{k}_e+1, h_m+1; z_m+1) + 1 - \delta_c] \right\}, \tag{31f}
U_1[C(\ddot{c}_m, \ddot{c}_h), h_m, h_h]C_1(\ddot{c}_m, \ddot{c}_h) = \beta E_t \left\{ \frac{U_1[C(\ddot{c}_m+1, \ddot{c}_h+1), h_m+1, h_h+1]}{g^\gamma_h} \times [H_1(\ddot{k}_h+1, \ddot{k}_d+1, h_h+1)C_2(\ddot{c}_m+1, \ddot{c}_h+1) + (1 - \delta_h)C_1(\ddot{c}_m+1, \ddot{c}_h+1)] \right\}. \tag{31g}
\end{align}
\[ U_1[C(\tilde{c}_{mt}, \tilde{c}_{ht}), h_{mt}, h_{ht}]C_1(\tilde{c}_{mt}, \tilde{c}_{ht}) = \beta E_t \left\{ \frac{U_1[C(\tilde{c}_{mt+1}, \tilde{c}_{ht+1}), h_{mt+1}, h_{ht+1}]}{\gamma_d} \times [H_2(\tilde{k}_{ht+1}, \tilde{k}_{dr+1}, h_{ht+1})C_2(\tilde{c}_{mt+1}, \tilde{c}_{ht+1})] + (1 - \delta_d)C_1(\tilde{c}_{mt+1}, \tilde{c}_{ht+1}) \right\}, \tag{31h} \]

\[ g_s\tilde{k}_{st+1} = (1 - \delta_s)\tilde{k}_{st} + \tilde{x}_{st}, \tag{31i} \]

\[ g_e\tilde{k}_{et+1} = (1 - \delta_e)\tilde{k}_{et} + \tilde{x}_{et}, \tag{31j} \]

\[ g_h\tilde{k}_{ht+1} = (1 - \delta_h)\tilde{k}_{ht} + \tilde{x}_{ht}, \tag{31k} \]

\[ g_d\tilde{k}_{dr+1} = (1 - \delta_d)\tilde{k}_{dr} + \tilde{x}_{dr}, \tag{31l} \]

with \( g \) given by (21) and \( g_s, g_e, g_h \) and \( g_e \) then given by (15)–(16).

4.1.1. Discussion

An oft-cited justification for using a Cobb–Douglas market production function are the following facts: capital’s share of output and the return to capital exhibit no secular trend while the real wage rate has; see, for example, Prescott (1986). Yet, as pointed out by Swan (1964), Phelps (1966), and more recently by King et al. (1988), any constant-returns-to-scale production function is consistent with these facts. It is the addition of investment-specific technological change that pushes more convincingly in the direction of Cobb–Douglas.

In many ways, the arguments developed above make more explicit the arguments in favor of a Cobb–Douglas market production function presented in Kydland (1995). While Kydland’s argument is couched in terms of a secular declining price of capital goods, as shown in Greenwood et al. (1997), a declining price of capital goods is equivalent to investment-specific technological change.

4.2. Calculating labor’s share of income

The value of the labor share parameter for market production, \( 1 - \alpha \), used in the calibration is 0.717. On the face of it, computing labor’s share of income should be a fairly straightforward exercise: under the maintained assumption that the aggregate production function is Cobb–Douglas, add up all sources of labor income and divide by output. In practice, however, the calculation is more complicated. For example, Proprietor’s Income has both labor and capital income components. Over time, a consensus has developed over how to treat Proprietor’s Income: The fraction of Proprietor’s Income that should be treated as labor income is the same as for the economy as a whole; see below for details. Another issue is how to measure output. Since Cooley and Prescott (1995) use a very broad measure of the capital stock—including, among other things, government capital and household capital—they need a broad measure of output. Since the NIPA include an imputed capital income flow for owner occupied housing, they need to impute capital income flows for consumer durables and government capital.
There are at least two problems with the Cooley and Prescott (1995) approach. First, while their measure of output includes household capital income flows, it omits the corresponding labor income flows. This omission likely results in a downward bias in their estimate of labor’s share of income. Second, their income imputation method relies on capital stock data that, as discussed above, is periodically subject to large revisions.

The approach adopted here differs from that of Cooley and Prescott (1995) as follows. First, since home production is explicitly modeled, there is no need to include home produced goods in aggregate output. Consequently, the NIPA data is adjusted by removing housing income flows, obviating the need to impute an income flow to consumer durables. Nor is there any need to try to measure the labor income flows associated with household capital. Second, GDP is used as the basis on which output is measured rather than GNP. Given the way in which hours of work and capital stock data are measured, GDP is conceptually the appropriate measure of output, not GNP. Third, in measuring output, government labor income is removed from GDP rather than adding an imputed flow to government capital. To see why this approach is sensible, write total income as

$$Y = Y^{KP} + Y^{NP} + Y^{KG} + Y^{NG},$$

where $K$ refers to capital, $N$ to labor, $P$ to the private sector, and $G$ to the government sector. If private sector production is Cobb–Douglas

$$Y^P = (K^P)^a(N^P)^{1-a},$$

then if factor markets are competitive, labor’s share of income is

$$1 - a = \frac{Y^{NP}}{Y^{NP} + Y^{KP}}.$$ 

Recalling that GDP omits government capital income, the denominator of (34) can be obtained by subtracting government labor income from GDP. If the government production function has the same parameter values as the private production function (as maintained by Cooley and Prescott, 1995), and if the government capital stock and real rate of return are correctly measured, then the approach above and that of Cooley and Prescott (1995) should give the same number for labor’s share of income. One benefit of not imputing government capital income flows is that there is no need to assume that the labor share parameter in the government sector production function is the same as for the private sector. In any event, in reporting business cycle moments, Cooley and Prescott (1995) dispense with their capital income imputations and focus on NIPA GNP.

As in Cooley and Prescott (1995), care must be taken in regard to the income flows that have both labor and capital income components. Full data descriptions are available in Table 1. Of particular interest at this juncture is private ambiguous income which consists of Proprietors’ Income plus Indirect Taxes less Subsidies. As discussed earlier in this section, the accepted manner of handling ambiguous income is to apportion the fraction $\alpha$ to capital income and the remainder to labor income. Total labor income is, then, $Y^{NP} + (1 - \alpha)Y^{AP}$. Since the aggregate production function is Cobb–Douglas, total private labor income is a fraction $(1 - \alpha)$ of total private income: $(1 - \alpha)(Y - Y^{NG})$. Equating these two expressions and simplifying gives

$$1 - \alpha = \frac{Y^{NP}}{Y - Y^{NG} - Y^{PA}}.$$
Over the period 1954–2001, \( \alpha = 0.283 \); see Fig. 1. The full sample, 1929–2001, is not used in computing \( \alpha \) in order to avoid any odd behavior in income shares associated with the Great Depression, World War II and the Korean War. Recall that in the model, the market capital stock is broken up between structures and equipment & software. NIPA data do not permit separate estimation of the share parameters, \( \alpha_s \) and \( \alpha_e \). The results above do, however, impose the following restriction:

\[
\alpha = \alpha_s + \alpha_e. \tag{36}
\]

### 4.3. Depreciation rates

The depreciation rates, \( \delta_s, \delta_e, \delta_h \) and \( \delta_d \), are obtained from BEA data on fixed reproducible wealth. In particular, the BEA reports figures for both the capital stock and depreciation. The depreciation rate for, say, structures in year \( t \) is computed as depreciation of structures in year \( t \) divided by the stock of structures as of the end of year \( t - 1 \). Both depreciation and the capital stock are measured in current dollars.\(^1\) This calculation overstates the depreciation rate slightly since the BEA treats investment over year \( t \) as having occurred exactly halfway through the year. Consequently, depreciation for year \( t \) includes 6 months of depreciation on investments made in year \( t \).

\(^1\)A real chain-type quantity index is available for depreciation and the capital stock; using this data requires converting into comparable units.
In a sense, this calculation of $\delta_s$ can be thought of as a weighted average of the depreciation rates actually used by the BEA. Specifically, there are lots of different “kinds” of capital that make up structures, and the BEA computes depreciation rates for each kind of capital. The weights correspond to the shares of each kind of capital in the total stock of market structures.

The other depreciation rates are similarly computed; all are plotted in Fig. 2. Over the entire sample (1926–2001), all of the computed depreciation rates have trended upwards, although the rates on market structures and housing appear fairly flat since 1970. The depreciation rate on equipment & software has risen since 1960, with an acceleration since 1980. Much of this rise over the past 20–30 years can be attributed to the growing importance of information technology (IT) goods in equipment & software, and a rise in the depreciation rates of IT goods; see Fig. 3. The annual depreciation rate on computing equipment has risen from 15% (1960–1980) to around 40% by the 1990s while the depreciation rate on software been steady at around 50% per year. There are a variety of important issues regarding software. For instance, it was not until 1997 that the BEA included software in its measure of the capital stock; previously, software purchases were expensed. For pre-packaged software, the BEA uses a service life of 3 years; see Herman (2000). From the perspective of the firms purchasing the software, this sort of service life is probably reasonable. However, to the extent that software purchases represent upgrades to software that firms already own, the service life of software is likely much longer than 3 years—after all, the firms creating these software packages build on their existing code when creating the latest version of their software.

From the perspective of calibrating the model to a balanced growth path, the nonstationary depreciation rates in Fig. 2 are problematic. It is possible that the economy is on a transition to a balanced growth path, perhaps owing to a transition to an information technology-based economy. Or, perhaps the BEA will reconsider the depreciation schedules that it uses (as it did in the 1990s), and in the future the depreciation rates will look more stationary. For now, annual depreciation rates are computed for the period 1954–2001, just like the other data used in the calibration.
4.4. Investment–output ratios

Investment shares of output are plotted in Fig. 4. Since World War II, the shares of market structures and consumer durables appear stationary. The investment share of housing has fallen somewhat over this time period while that of equipment & software has risen. As with the depreciation rate data, the apparent nonstationarity of two of the investment–output ratios is troublesome for the calibration procedure. As with the depreciation rate, this issue is left for future research, and average investment shares over the period 1954–2001 are used in calibrating the model.
In the literature, it has become common to calibrate to capital–output ratios (measured here by the current cost capital stock divided by nominal GDP) than to investment shares. The connection between investment and capital is given by (31i)–(31l). Since the growth rates of the capital stocks as well as their depreciation rates are, at this point, given, knowing an investment–output ratio determines the corresponding capital–output ratio.

There are a number of reasons to prefer to calibrate to investment shares rather than to capital–output ratios. First, NIPA data is probably measured with more accuracy than the BEA’s capital stock data. For instance, the BEA’s 1997 revisions increased some broad measures of the capital stock by as much as 30%. Maddison (1995) has constructed “gross capital stock” series for the U.S. that are even larger than the current BEA estimates. Of course, our calibration procedure is not immune from data revision issues. In the case of the 1997 revisions mentioned above, much of the action on the capital stocks can be

![Fig. 3. Information technology goods: (a) depreciation rates; (b) shares of stock of equipment & software.](image)
attributed to changes in the depreciation schedules used by the BEA. These changes would, presumably, be reflected in the depreciation rates derived above. It is our hope that by directly computing depreciation rates and using this evidence to set the depreciation rates in the model, that the effects of future revisions will be concentrated on those depreciation rates rather than contaminating other model parameters.

Second, what should be included in the capital stock? Cooley and Prescott (1995) consider a very broad measure of capital, including not only market structures, equipment, housing, and consumer durables, but also government capital, land, and inventories. They would have excluded software since, at the time Cooley and Prescott (1995) were writing, the BEA did not include software in any measure of the capital stock. The land data is no longer published by the Board of Governors owing to data quality issues. Evidently, this series was obtained as a residual from the Flow of Funds accounts, and was periodically negative. While it is plausible that a parcel of land may have a negative value (for example, it might be severely polluted and require extensive cleanup before it could be used), it is difficult to imagine that the stock of land for the U.S. as a whole has a negative value. The justification for including inventories in the capital stock is that they are a factor of production. Yet, few RBC/DSGE models actually model inventories. All this is to say that there are important and conceptually difficult issues in deriving the aggregate capital stock.

Fig. 5 plots the capital–output ratios along with the inventories-output ratio. While market structures and housing-to-output ratios appear stationary in the post-World War II period, the other ratios do not. Most noticeable is the upward drift in the equipment & software-to-output ratio, and the downward drift in the inventory-output ratio. Since some of these ratios are not stationary, any attempt to calibrate to these ratios would face similar nonstationarity issues as raised above with respect to the depreciation rates and the investment shares of output.²

²Feroli (2002) constructs a model tying together the secular decline in the relative price in equipment & software with the fall in the inventory–output ratio.
4.5. The real interest rate

For the baseline parameterization—which imposes the restriction that market and home output grow at the same rate—there is no need to use the real interest rate to calibrate the model. One set of parameters ($g$, $g_s$, $g_e$, $g_h$, $g_d$, $t'$, $t_k$, $g_s$, $g_e$, $g_h$ and $g_d$) are set directly (and except for the coefficient of relative risk aversion, to match balanced growth facts) while the remaining parameters ($b$, $o$, $c$, $a_s$, $a_e$, $y_h$, $y_d$ and $g_x$) are set so that along the model’s nonstochastic balanced growth path, the model matches the time-use evidence, the investment shares of output, capital’s share of income, and the per capita growth rate of output. An obvious way to incorporate evidence regarding the real interest rate is to drop the restriction that home output grows at the same rate as market output. Of course, this option would not be available for a general CES
consumption aggregator \( (\xi \neq 0) \) since balanced growth considerations restrict these growth rates to be equal.

What does the baseline parameterization imply for the real interest rate? Along the nonstochastic balanced growth path, the gross pre-tax real interest rate, \( R \), satisfies
\[
g^* = \beta [1 + (1 - \tau_k)]R.
\] (37)
The baseline parameters imply a pre-tax real interest rate of 13.2% per annum (an after-tax real return of 7.5%). This value is considerably higher than typical estimates of the pre-tax return on capital. For example, Poterba (1998) finds a (pre-tax) real return on capital of 8.6% (1959–1996) using NIPA data on capital income flows and BEA capital stock data. Siegel (1992) computes a (pre-tax) real return of 7.77% for the Standard \& Poor 500 (1800–1990), a value a little smaller than reported in Mehra and Prescott (1985) for the period 1880–1980.

The fact that the baseline calibration implies a very high pre-tax real interest rate is not unique to this paper. Greenwood et al. (1995) calibrate to an annual real growth rate of 1.88%, their annualized discount factor is 0.9598, and their capital income tax rate is 0.070. Together, these parameter values imply a pre-tax real return of 20.5%.

A related issue is the extremely high tax rate placed on capital income. In the home production literature it has become accepted wisdom that high capital income taxes must be included for the model to be consistent with various balanced growth facts; see Greenwood et al. (1995), Hornstein and Praschnik (1997), and Gomme et al. (2001), among others. This claim, however, is incorrect. The problem is most easily seen by suppressing investment-specific technological change and considering a single market capital stock, \( k_m \). Along the nonstochastic balanced growth path, the following equation must be satisfied
\[
g^* = \beta \left[ 1 - \delta_m + (1 - \tau_k) a \frac{y}{k_m} \right],
\] (38)
where \( \delta_m \) is the depreciation rate of market capital. The term \( a(y/k_m) \) is a convenient way of expressing the marginal product of capital when the market production function is Cobb–Douglas. Using Greenwood et al.’s (1995) parameter values \( \gamma = 1, \ g = 1.0188, \ \beta = 0.9598, \ \delta_m = 0.09, \ k_m/y = 1 \) and \( a = 0.3 \) implies \( \tau_k = 0.50. \) In fact, Hornstein and Praschnik (1997) follow a strategy very similar to the one described above and arrive at a value for \( \tau_k \) of approximately 0.80. The argument for such a high tax rate on capital is that if \( \tau_k = 0 \), then, using (38), either capital’s share of income would be too low (\( a = 0.15 \)) or the market capital–output ratio would be too high (\( k_m/y = 2 \)) in order to match the other facts.

In making inferences regarding the capital income tax rate based on (38), care must be taken to distinguish between pre-tax and after-tax real interest rates. The most readily available real return data is on pre-tax returns; again, see Poterba (1998) and Siegel (1992). However, the setting of \( \beta \) relies on an after-tax return. As \( \tau_k \) is adjusted (presumably to satisfy Eq. (38)), so must the after-tax return that is used to set \( \beta \). More specifically, the pre-tax real return evidence speaks to the return
\[
1 - \delta_m + a \frac{y}{k_m}.
\] (39)

\(^3\)Since Greenwood et al. (1995) include a capital consumption allowance, their calibration actually requires \( \tau_k = 0.70 \).
However, this equation cannot be used to make inferences about $\tau_k$, as it does not appear in this expression. It is not clear whether the authors cited in the previous paragraph intended to match after-tax returns or pre-tax returns, thus causing the confusion.

Finally, in the literature, some papers include a capital consumption allowance while others do not. The current paper does not because the method used by Mendoza et al. (1994) to compute average effective capital income tax rates already includes the effects of the capital consumption allowance.

4.6. Tax rates

Several careful studies have calculated the average tax rate on individual income; see, in particular, Barro and Sahasakul (1983, 1986), Seater (1985) and Stephenson (1998). While there are slight differences in methods, the results show the tax rate between 1954 and 1994 to be (roughly) between 22% and 30%. Mendoza et al. (1994), calculate average effective tax rates on both labor and capital. They report labor income tax rates for the U.S. ranging from 17% to 30%, and capital income tax rates between 27% and 50%.

Average effective tax rates are computed following the basic methodology of Mendoza et al. (1994) and Carey and Tchilinguirian (2000). The procedure is to calculate all taxes received by the government for each category and divide by the total income that accrued to each. As described by Mendoza et al., a first step is to find the tax rate on household income, $\tau_h$

\[
\tau_h = \frac{\text{PERSONAL CURRENT TAXES}}{\text{NET INTEREST} + \text{PROPRIETORS' INCOME} + \text{RENTAL INCOME} + \text{WAGES AND SALARIES}}. \tag{40}
\]

This tax rate is then used to determine the tax rate on labor income, $\tau'\ell$

\[
\tau'\ell = \frac{\tau_h(\text{WAGES AND SALARIES}) + \text{CONTRIBUTIONS FOR SOCIAL INSURANCE}}{\text{WAGES AND SALARIES} + \text{EMPLOYER CONTRIBUTIONS FOR SOCIAL INSURANCE}}. \tag{41}
\]

As in Mendoza et al., employer contributions for social insurance are included in the denominator since these payments are implicitly labor income. Contributions for social insurance, in the numerator, includes payments made by both employees and employers.

Finally, the tax rate on capital, $\tau_k$, can be computed. Start by summing all taxes paid

\[
\text{TAXES PAID} = \tau_h(\text{NET INTEREST} + z\text{PROPRIETOR' S INCOME} + \text{RENTAL INCOME})
+ \text{TAXES ON CORPORATE INCOME}
+ \text{STATE AND LOCAL PROPERTY TAXES}
+ \text{STATE AND LOCAL OTHER TAXES}. \tag{42}
\]

Dividing these taxes paid by the income generated by those sources gives the desired tax rate

\[
\tau_k = \frac{\text{TAXES PAID}}{\text{NET OPERATING SURPLUS} + \text{CAPITAL CONSUMPTION} - (1 - z)\text{PROPRIETOR' S INCOME}}. \tag{43}
\]
where Net Operating Surplus is value added less depreciation (capital consumption) and payments to labor.

In the calculations in this section, no adjustments have been made to net out either the housing sector or government. Such adjustments are not necessary since the coverage for the numerator and denominator of each tax calculation is the same (e.g., total capital income taxes paid divided by total capital income).

The results for the tax rate on household income, $\tau_h$, labor income, $\tau_l$, and capital, $\tau_k$, are summarized in Fig. 6. The tax rates on household income and labor income compare favorably with those of Mendoza et al. (1994); the tax on capital income does not since they measure the tax rate on net capital income while the tax rate constructed above is on gross capital income.

4.7. The market technology shock

Before launching into an extended discussion of the time series properties of the U.S. Solow residual, it is perhaps useful to explain why such a discussion is warranted. Although Prescott (1986) is widely cited as saying that the autoregressive parameter of the U.S. Solow residual is 0.95 and the standard deviation of the innovation to the shock is 0.763%, there is very little formal analysis of the derivation. For example, the closest Prescott comes to saying anything about the autoregressive parameter is to say the Solow residual is highly persistent, and approximately a random walk. Evidently, it is common practice to simply impose an autoregressive coefficient of 0.95; see, among others, Kydland and Prescott (1982), Hansen (1985) and Cooley and Prescott (1995). The 0.763% figure for the standard deviation of the innovation to the Solow residual in Prescott actually refers to the growth rate of the Solow residual.

The main contribution of this section is to carefully document the time series properties of the U.S. Solow residual. In particular, the parameters of interest are the autoregressive parameter, $\rho_m$, and the standard deviation of the innovation to the shock, $\sigma_m$. 
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Assuming that the aggregate production function is Cobb–Douglas, the Solow residual can be computed as

\[ z_{St} = \ln Y_t - \alpha_s \ln K_{st} - \alpha_e \ln K_{et} - (1 - \alpha_s - \alpha_e)H_{mt}. \] (44)

Given time series for output, \( Y_t \), market structures, \( K_{st} \), market equipment & software, \( K_{et} \), and market hours, \( H_{mt} \), a time series for the Solow residual, \( z_{St} \), can be constructed. This Solow residual will grow over time.

Next, substituting (19) into the autoregressive process for \( z_{mt} \), (7), implies

\[ z_{St} = r_m (1 - \alpha_s - \alpha_e) \ln \gamma_x + \rho_m z_{St-1} + (1 - \rho_m)(1 - \alpha_s - \alpha_e) (\ln \gamma_x) t + \epsilon_{mt}. \] (45)

An important issue raised by Eq. (45) is how to handle the growth component of the Solow residual. The approach adopted here is to rewrite (45) as

\[ z_{St} = \beta_0 + \beta_1 z_{St-1} + \beta_2 t + \epsilon_{mt}. \] (46)

The parameters governing the market technology shock, \( z_{mt} \), can be obtained by running a regression of the Solow residual against its own lagged value and a time trend. Therefore, \( \rho_m = \beta_1 \), \( \sigma_m^2 \) is the variance of the error term of the regression.

Since it is standard practice in the RBC framework to use quarterly data, ideally a quarterly capital stock should be used to construct a quarterly Solow residual. However, the BEA only produces annual estimates of the capital stock. One approach adopted in the literature has been to simply omit the capital stock when computing the Solow residual. Prescott (1986) justifies this approach on the basis that the aggregate capital stock is a fairly smooth series (since investment flows are small relative to the stock), and so its omission has little effect on the Solow residual at a business cycle frequency. Cooley and Prescott (1995) argue that any procedure used to construct a quarterly capital stock series will necessarily introduce additional noise into the measured Solow residual, and that a conservative approach is to omit capital when computing the Solow residual. Of course, omitting the capital stock may also introduce noise into the measured Solow residual.

One of the recurring themes in this paper is that the capital stock is subject to considerable measurement error. It would be tempting to use mismeasurement as another justification for omitting the capital stock from the calculation of the Solow residual. Yet, it may be that this mismeasurement primarily affects the level of the capital stock. If this is the case, then the level of the measured Solow residual will be affected, but not its time series properties. Rather than dogmatically take a stand one way or the other, properties for the Solow residual are reported with and without the capital stock. Moreover, calculations are also performed allowing the capital stock to be decomposed into market structures and equipment & software separately.

The derivation of quarterly capital stocks is based on the approach of Greenwood et al. (1997) (except that they construct annual capital stocks). Recall that real investment is computed by dividing nominal investment by the consumption deflator. Starting with an initial capital stock in 1947, the quarterly capital stocks are computed using the laws of motion (3). The initial capital stock (for the first quarter of 1947) is obtained as follows.

Initialize the annual capital stock for 1929 to the value implied by the BEA’s chain-type quantity index, converted to 1996 dollars (since the index is set equal to 100.0 in 1996) using the BEA’s current cost estimates of the capital stock. Use the laws of motion for capital in (3) to obtain the capital stock as of the start of 1947; use this value to then compute the quarterly capital stocks.
Since nominal investment has been divided by the consumption deflator, the effects of investment-specific technological change are incorporated into measured real investment. For example, for market structures, measured real investment gives $q_{st}x_{st}$, not just $x_{st}$, where $q_{st}$ is the current state of investment-specific technological change, and $x_{st}$ is investment as measured in terms of foregone output. As pointed out in Greenwood et al. (1997), there is an equivalence between investment-specific technological change (as modeled both in their paper and as above), and a declining relative price of capital goods.

The depreciation rates used are those computed in Section 4.3. Recall that some of these depreciation rates appear nonstationary. Since the sources of these nonstationarities are not modeled, it seems best to use the time series for the depreciation rates rather than their averages. That is, for year $t$, each capital stock is assumed to depreciate according to the depreciation rate computed for year $t$.

The constructed capital stocks will, in general, differ from the BEA’s capital stock measures for three reasons. First, the BEA works with finer categories of capital and so applies depreciation rates that are more appropriate for each type of capital. Second, the BEA applies a different depreciation scheme than is imposed by (3). In particular, the BEA’s depreciation rates decline with the age of the capital. Third, the BEA’s adjustments of depreciation rates to account for technological obsolescence do not fully reflect how investment-specific technological change operates as modeled above.

Fig. 7 compares the capital stocks as constructed above with series available from the BEA. As with the investment data, the BEA’s current cost measures of capital are deflated by the consumption deflator. Their chain-type index measures are converted to 1996 dollars (the base year) by multiplying the index by the corresponding current cost measure of the capital stock in 1996. For market structures and housing, there is little difference between these three measures of the capital stock. For equipment & software and consumer durables, the constructed capital stock series most closely track the BEA’s current cost measures of capital (deflated by the price of consumption goods).

Table 2 presents three sets of regression results based on Eq. (46). The first set computes the Solow residual as in Eq. (45), using the capital stocks for market structures and equipment & software separately. The second set of results uses a more standard Solow residual calculation by aggregating the two capital stocks. In this case,

$$z_{st} = \ln Y_t - (\alpha_s + \alpha_c) \ln(K_{st} + K_{et}) - (1 - \alpha_s - \alpha_c) \ln H_{mt}.$$  \hspace{1cm} (47)

The final set of results omits capital as in Prescott (1986) and Cooley and Prescott (1995). That is,

$$z_{st} = \ln Y_t - (1 - \alpha_s - \alpha_c) \ln H_{mt}.$$  \hspace{1cm} (48)

In general, the estimated parameters of the Solow residual process are quite similar across the three methods of computing the Solow residual. Focus on the first set of results for which the Solow residual was computed using the two individual capital stocks. The estimated parameters of the Solow residual process are fairly similar to those typically used in the RBC/DSGE literature. Specifically, the autoregressive coefficient, $0.9641$, is somewhat larger than the usual value of $0.95$, and the standard deviation of the innovation is larger ($0.0082$ versus $0.00763$). Together, these results imply that the standard
deviation of the stationary portion of the Solow residual (that is, after removing the
growth trend) is roughly 0.0307, compared to a value of 0.0244 for the parameters typically
used in the RBC/DSGE literature. As will be seen in Section 5, a model using the estimated
market shock process continues to display fluctuations that are quite similar to those
observed in the U.S. data.

Although it is standard in the literature to use a first-order autoregressive pro-
cess to describe the Solow residual, four additional lags were added to the regression
as a check on this practice. The null hypothesis that these higher order autoregressive

---

### Table 2
Solow residual regressions

<table>
<thead>
<tr>
<th>Lag</th>
<th>Time ($\times 10^{-3}$)</th>
<th>Constant</th>
<th>SD ($\varepsilon_{\text{m}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two capital stocks</td>
<td>0.964091 (0.014272)</td>
<td>0.060400 (0.031300)</td>
<td>0.268875 (0.105131)</td>
</tr>
<tr>
<td>One capital stock</td>
<td>0.964284 (0.013755)</td>
<td>0.061600 (0.031400)</td>
<td>0.259745 (0.098239)</td>
</tr>
<tr>
<td>No capital</td>
<td>0.969707 (0.011735)</td>
<td>0.081800 (0.040800)</td>
<td>0.248428 (0.093737)</td>
</tr>
</tbody>
</table>

---

Fig. 7. Annual capital stocks: (a) market structures; (b) equipment & software; (c) housing; (d) consumer durables.
coefficients are equal to zero cannot be rejected at conventional levels of significance. It appears that a first-order autoregressive process provides a good description of the data.

The regression results presented in Table 2 are representative of those obtained using the BEA’s capital stock measures. These results are robust to using alternative measures of output or different sample periods.

4.8. Measurement of investment-specific technologies

The baseline calibration suppresses the stochastic nature of the investment-specific shocks; their importance in the baseline calibration is, in combination with balanced growth facts, to deliver key parameter restrictions—in particular, the Cobb–Douglas restriction on the home and market production functions. Starting with Greenwood et al. (1997), there is a growing literature exploring the role that investment-specific shocks play in accounting for business cycle fluctuations. This section discusses measurement of these shocks, and estimates their stochastic properties.

The seminal reference for measurement of investment-specific technologies is Gordon (1990). Gordon’s data covers the period 1947–1983 and has not been updated. It has become common practice to extrapolate in various ways the Gordon data to the present; see, for example, Greenwood et al. (1997, 2000), Pakko (2002), Hornstein (1999), Cummins and Violante (2002). For the purposes of the current study, a further issue is that Gordon’s data is annual while most business cycle studies focus on quarterly data. The approach adopted here is to use NIPA data to infer the stochastic properties of investment-specific technology. Previous studies have eschewed the use of NIPA data on the basis that NIPA understates the growth rate of investment-specific technological change; see Pakko (2002) for a discussion of these issues. While the NIPA data may underestimate the (long run) growth rate of investment-specific technological change, it may nonetheless be useful in inferring the shorter-run, business cycle properties of these shocks.

Greenwood et al. (1997) argue that a common price deflator should be used when converting nominal NIPA data into real terms, and that a natural choice is the price deflator for nondurables and services. They construct such a series by dividing nominal expenditures on nondurables and services by real expenditures. The same procedure is employed here, and the resulting price index will be referred to simply as the “consumption deflator.” Having thus constructed real investment series, it is a straightforward matter to derive time series for the relative price of investment goods by dividing nominal investment by real investment. As shown in Greenwood et al. (1997), the state of investment-specific technology is the inverse of the relative price of investment goods.

The investment-specific technologies are plotted in Fig. 8 for the four investment series, market structures, equipment & software, housing, and durables. The market structures technology and the housing technology are relatively stationary; the scale of the figures tends to exaggerate their movements. Notice, however, that both series decline from around 1.2 in the mid-1960s to a low of around 0.95 in the late 1970s. Equipment

\[\text{ARTICLE IN PRESS}\]

4In the late 1990s, the BEA adopted “chain weighting” in constructing both price indexes and real magnitudes. The BEA has pointed out that, strictly speaking, it is not appropriate to add real magnitudes. An alternative would be to use either the price index for the consumption of services, or the price index for the consumption of nondurables. Roughly speaking, the consumption deflator constructed above is a weighted average of the two individual price indexes.
software and durables technologies exhibit very similar trends with both growing throughout most of the sample.

The parameters describing the time series properties of the investment-specific technology series are obtained by running regressions of each series against its own lag—just like the Solow residual was in Eq. (46)—but with the addition of time-squared and time-cubed terms to account for some nonlinearity in the trends of the investment-specific technologies. To account for simultaneity in these series, as well as the Solow residual, and to obtain a correlation matrix of the residuals, the parameters are estimated as SUR. Parameter estimates are summarized in Table 3. In all cases, the estimated autoregressive parameters are fairly high (above 0.95); that on durables is above one. The market structures series is quite noisy relative to the other investment-specific technologies; implications of this fact are explored in Section 5.1. Given the similarities between

![Fig. 8. State of investment-specific technology: (a) market structures and housing; (b) equipment & software and consumer durables.](image-url)
equipment & software and durables, it probably is not too surprising that the strongest correlation among innovations is for these two series. By way of contrast, the innovations to the housing and market structures technologies are virtually uncorrelated.

4.9. Parameterization and targets

Given the discussion in Section 4.1, within the class of CES production functions, balanced growth implies that the market and home production functions are Cobb–Douglas; see Eqs. (19) and (30). However, balanced growth imposes no particular restrictions on the consumption aggregator; in the literature both CES and Cobb–Douglas have been used

\[
C(c_m, c_h) = \begin{cases} 
\left[ \phi c_m^\zeta + (1 - \phi) c_h^\zeta \right]^{1/\zeta} & \text{if } \zeta \in (-\infty, 0) \cup (0, 1), \\
\phi c_m^{1-\psi} c_h^\psi & \text{if } \zeta = 0.
\end{cases}
\]

In the baseline parameter settings, it is assumed that the consumption aggregator is Cobb–Douglas ($\zeta = 0$). Although not required in this case, it is also assumed that home consumption grows at the same rate as market output ($g_c = g$).

The utility function is assumed to be of the constant relative risk aversion variety

\[
U(C, h_m, h_h) = \begin{cases} 
\frac{(C(1-h_m-h_h)^\gamma)^{1-\gamma}}{1-\gamma} & \text{if } \gamma \in (0, 1) \cup (1, \infty), \\
\ln C + \omega \ln(1 - h_m - h_h) & \text{if } \gamma = 1.
\end{cases}
\]
The technology shock, $z_m$, follows a first-order autoregressive process as specified in Eq. (7). The parameter values for the $z_m$ process are taken from parameter estimates for the “two capital stocks” calculations in Table 2.

The set of parameters for which values must be assigned is summarized in Table 4. Ignoring for the moment the parameters governing the market productivity shock, there are 20 parameters. Consequently, 20 independent pieces of information, summarized in Table 5, are needed to (uniquely) pin down these parameter values. Unless stated otherwise, the calibration targets listed in this table are for the period 1954Q1–2000Q4. The remainder of this section describes the setting of parameters that do not require extensive discussion.

Mehra and Prescott (1985) survey the micro-estimates of the coefficient of relative risk aversion and find that the bulk of the evidence places its value between 1 and 2. For the baseline calibration, $\gamma$ is set equal to 1, a value commonly used in the RBC literature, implying logarithmic preferences.

Many home production papers set average market work time to $\frac{1}{3}$ of discretionary time, and average home work time to $\frac{1}{4}$; see, for example, Greenwood et al. (1995). The source

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preferences</strong></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.9860</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.7402</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1</td>
</tr>
<tr>
<td>$\psi$</td>
<td>0.4786</td>
</tr>
<tr>
<td>$\xi$</td>
<td>0</td>
</tr>
<tr>
<td><strong>Market Production</strong></td>
<td></td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>0.1277</td>
</tr>
<tr>
<td>$\alpha_e$</td>
<td>0.1553</td>
</tr>
<tr>
<td>$\delta_s$</td>
<td>0.0073</td>
</tr>
<tr>
<td>$\delta_e$</td>
<td>0.0391</td>
</tr>
<tr>
<td><strong>Home Production</strong></td>
<td></td>
</tr>
<tr>
<td>$\theta_h$</td>
<td>0.1680</td>
</tr>
<tr>
<td>$\theta_d$</td>
<td>0.1574</td>
</tr>
<tr>
<td>$\delta_h$</td>
<td>0.004</td>
</tr>
<tr>
<td>$\delta_d$</td>
<td>0.058</td>
</tr>
<tr>
<td><strong>Government</strong></td>
<td></td>
</tr>
<tr>
<td>$\tau_l$</td>
<td>0.2241</td>
</tr>
<tr>
<td>$\tau_k$</td>
<td>0.2921</td>
</tr>
<tr>
<td><strong>Shock</strong></td>
<td></td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>0.9641</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>0.0082</td>
</tr>
<tr>
<td><strong>Growth</strong></td>
<td></td>
</tr>
<tr>
<td>$\gamma_s$</td>
<td>1.002</td>
</tr>
<tr>
<td>$\gamma_e$</td>
<td>1.0025</td>
</tr>
<tr>
<td>$\gamma_c$</td>
<td>1.0079</td>
</tr>
<tr>
<td>$\gamma_h$</td>
<td>1.0025</td>
</tr>
<tr>
<td>$\gamma_d$</td>
<td>1.0079</td>
</tr>
</tbody>
</table>
for these fractions are the time-use surveys that have been analyzed by Juster and Stafford (1985). These fractions correspond fairly closely to numbers reported in Juster and Stafford for individuals aged 25–64. It turns out that individuals over the age of 64 do not work nearly as much. Since the model speaks to a representative agent, it seems appropriate to include retired people when computing time use. Using the recent American Time-Use Survey (2003), the average fraction of time spent working in the market by individuals aged 16 and over (the same age category used for computing per capita quantities) is 0.255; an average fraction of 0.24 is spent doing home work. If we use Juster and Stafford’s age category (25–64) we get fractions of 0.315 for market work and 0.251 for home work—fairly close to that reported in their book. Reading through Juster and Stafford and the American Time-Use Survey, these fractions of time use appear reasonably stationary, although these only cover select years since 1965.

There is extensive work documenting the fact that the BEA price indexes inadequately account for quality changes; see, for example, Greenwood et al. (1997). Perhaps the most influential work in this area has been that of Gordon (1990) who carefully documented the quality changes in a variety of capital goods. Following Greenwood et al., the Gordon data is used to pin down the long run rate of investment-specific technological change in equipment & software: \( \gamma_e = 1.0079 \) at an annual rate. Gordon’s data also seems suitable for establishing the rate of investment-specific technical change in consumer durables: \( \gamma_d = 1.0079 \). Gort et al. (1999) estimate the rate of investment-specific technological progress in market structures at \( \gamma_s = 1.0025 \). Absent any other evidence, and given the similarity between market structures and housing, it is assumed that the rate of technical change in housing is the same as that of market structures: \( \gamma_h = 1.0025 \).

### Table 5
Calibration targets

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_m )</td>
<td>0.255</td>
<td>Time-use survey</td>
</tr>
<tr>
<td>( h_h )</td>
<td>0.24</td>
<td>Time-use survey</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.0-2.0</td>
<td>Micro-evidence</td>
</tr>
<tr>
<td>( \alpha_c + \alpha_e )</td>
<td>0.283</td>
<td>Capital’s share; NIPA</td>
</tr>
<tr>
<td>( x_c/y )</td>
<td>0.0447</td>
<td>Investment–output ratio, market structures; NIPA</td>
</tr>
<tr>
<td>( x_e/y )</td>
<td>0.0859</td>
<td>Investment–output ratio, equipment &amp; software; NIPA</td>
</tr>
<tr>
<td>( x_h/y )</td>
<td>0.0557</td>
<td>Investment–output ratio, housing; NIPA</td>
</tr>
<tr>
<td>( x_d/y )</td>
<td>0.1014</td>
<td>Investment–output ratio, consumer durables; NIPA</td>
</tr>
<tr>
<td>( \delta_c )</td>
<td>0.0073</td>
<td>Depreciation rate, market structures; BEA</td>
</tr>
<tr>
<td>( \delta_e )</td>
<td>0.0391</td>
<td>Depreciation rate, equipment &amp; software; BEA</td>
</tr>
<tr>
<td>( \delta_h )</td>
<td>0.004</td>
<td>Depreciation rate, housing; BEA</td>
</tr>
<tr>
<td>( \delta_d )</td>
<td>0.058</td>
<td>Depreciation rate, consumer durables; BEA</td>
</tr>
<tr>
<td>( g )</td>
<td>1.0042</td>
<td>Gross real growth rate of per capita U.S. GDP; NIPA</td>
</tr>
<tr>
<td>( \gamma_s )</td>
<td>1.0025</td>
<td>Technological change embodied in market structures (Gort et al., 1999)</td>
</tr>
<tr>
<td>( \gamma_e )</td>
<td>1.0079</td>
<td>Technological change embodied in equipment &amp; software (Gordon, 1990)</td>
</tr>
<tr>
<td>( \gamma_h )</td>
<td>1.0025</td>
<td>Technological change embodied in housing (Gort et al., 1999)</td>
</tr>
<tr>
<td>( \gamma_d )</td>
<td>1.0079</td>
<td>Technological change embodied in consumer durables (Gordon, 1990)</td>
</tr>
<tr>
<td>( g = \gamma_c )</td>
<td>balanced growth considerations</td>
<td></td>
</tr>
<tr>
<td>( \tau_c )</td>
<td>0.2921</td>
<td>Tax on capital income; NIPA</td>
</tr>
<tr>
<td>( \tau_l )</td>
<td>0.2241</td>
<td>Tax on labor income; NIPA</td>
</tr>
<tr>
<td>( \rho_m )</td>
<td>0.9641</td>
<td>Time series properties of U.S. Solow residual</td>
</tr>
<tr>
<td>( \sigma_m )</td>
<td>0.0082</td>
<td>Time series properties of U.S. Solow residual</td>
</tr>
</tbody>
</table>
Since the model abstracts from population growth, the growth rate of output needs to be expressed in per capita terms. The relevant population is taken to be those individuals who are potentially members of the labor force, namely the civilian noninstitutionalized population aged 16 and over. In order to be consistent with the measurement of labor’s share of income and investment shares of output, output is measured as private market output (that is, excluding government compensation of employees). In NIPA, there is no income flow associated with government capital; the remainder of government expenditures amounts to income transfers of various types. The gross growth rate of per capita output is 1.0042 which is roughly 0.1 percentage points higher than the growth rate of total GDP per capita.

5. Business cycle moments

This section explores the business cycle properties of the baseline calibration—that is, with disembodied shocks to market and home production, but without investment-specific shocks. As is the usual practice in the RBC/DSGE literature, both the U.S. and model-simulated data are detrended by taking logarithms, then applying the Hodrick–Prescott filter (with a smoothing parameter of 1600). Summary business cycle moments for the post-Korean War U.S. data are reported in Table 6 where the lead and lag patterns are expressed relative to private GDP (see Table 1 for its definition); the patterns obtained using total GDP are virtually indistinguishable from those reported in Table 6. Corresponding moments for the baseline model can be found in Table 7; these moments are averages over 1000 replications of 204 observations (the same number of observations as are available for the U.S. economy).

Overall, the model’s performance measures up quite favorably relative to previous work in the RBC/DSGE literature. The model’s prediction for the volatility of output is close to that of private GDP; in the literature, output volatility typically falls short of that seen in the data. Other findings generally match up well with those previously seen in the literature:

1. The volatility of consumption is less than that of output. However, the model predicts that market consumption is a bit too smooth relative to the data.
2. Volatility of overall investment exceeds that of output, and the model predicts too much volatility in the various investment components.
3. The standard deviation of market hours is roughly 60% of that seen in the data; this is a well-known problem for RBC/DSGE models, and one standard solution is to introduce indivisible labor as in Hansen (1985) and Rogerson (1988).

The observations above are relatively insensitive to the ‘nonstandard’ model features included in the baseline model. For example, a model that combines nonresidential structures and equipment & software into a single market capital stock, and housing and durables into a single home capital stock, delivers very similar business cycle predictions. Likewise, removing home production from the model has little effect on the model’s predicted business cycle moments. Of particular note is that using the estimated Solow residual process from Section 4.7 in an off-the-shelf RBC model delivers standard deviations and correlations that are quite similar to those obtained with a more conventional value for the autoregressive parameter of the market technology shock.
One area where the model’s predictions are grossly at variance with the data is in the volatility of the subcomponents of investment.\(^5\) The model’s prediction for the volatility of market investment is 7.6 times that seen in the data while that of home investment is 3.8 times as variable. Increased disaggregation of these investment subcategories reveals further anomalies. With the exception of consumer durables, whose volatility the model severely under predicts, the model implies investment variability many times that seen in the U.S. data. The reason why the model’s prediction for the standard deviation of total investment is only slightly higher than that seen in the data can be attributed to the large negative correlation between market and home investment; see Table 9 and contrast with the correlations in the U.S. data in Table 8. This negative correlation is common to many home production models; see, for example, Benhabib et al. (1991) and Greenwood et al. (1995). In response to a shock to market productivity, on impact market investment responds strongly positively while home investment responds strongly negatively; subsequently, both return close to their original paths. In the literature, solutions to the excess volatility of market and home investment include:

1. Increased substitutability between market and home consumption goods, decreased substitutability between capital and labor in home production, and highly correlated

---

\(^5\)In simulating the model, individual investment components are periodically negative. To avoid taking the logarithm of a negative number (prior to applying the Hodrick–Prescott filter), investment series are restricted, during simulation, to be strictly positive (negative values are replaced by small but positive entries). While it would be preferable to handle the possibility of negative investment while solving the model, given the large number of state variables, linearization techniques are the most practical method of solving the model.

---

Table 6
US data: selected moments; output = private GDP

<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>Cross correlation of real output with</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(x_{t-4})</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Output</td>
<td>1.75</td>
</tr>
<tr>
<td>Output (private)</td>
<td>1.92</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.85</td>
</tr>
<tr>
<td>Investment</td>
<td>4.61</td>
</tr>
<tr>
<td>Market</td>
<td>4.70</td>
</tr>
<tr>
<td>Structures</td>
<td>5.60</td>
</tr>
<tr>
<td>Equipment &amp; software</td>
<td>5.04</td>
</tr>
<tr>
<td>Home</td>
<td>6.29</td>
</tr>
<tr>
<td>Housing</td>
<td>9.98</td>
</tr>
<tr>
<td>Consumer durables</td>
<td>4.85</td>
</tr>
<tr>
<td>Hours</td>
<td>1.76</td>
</tr>
<tr>
<td>Productivity</td>
<td>1.01</td>
</tr>
<tr>
<td>Productivity (private)</td>
<td>1.04</td>
</tr>
<tr>
<td>Capital</td>
<td>0.83</td>
</tr>
<tr>
<td>Market</td>
<td>1.09</td>
</tr>
<tr>
<td>Structures</td>
<td>1.06</td>
</tr>
<tr>
<td>Equipment &amp; software</td>
<td>1.44</td>
</tr>
<tr>
<td>Home</td>
<td>0.88</td>
</tr>
<tr>
<td>Housing</td>
<td>1.09</td>
</tr>
<tr>
<td>Consumer durables</td>
<td>1.30</td>
</tr>
</tbody>
</table>
market and home shocks; see Greenwood and Hercowitz (1991). Recall, though, the balanced growth analysis in Section 4.1 which favors Cobb–Douglas production functions.

(2) Introducing time-to-build for market capital smoothes out the spike in market investment following a market technology shock, and can generate a positive correlation between market and home investment; see Gomme et al. (2001). The motive for introducing time-to-build for market capital is the fact that market structures, in particular, take several quarters to finish whereas housing structures can be completed within one quarter. However, since investment in market structures is, on average, roughly half of investment in equipment & software, it is not clear how successful a model would be that imposes time-to-build on market structures, but not on equipment & software.

(3) A nonlinear transformation of output into consumption and investment as in Fisher (1997). Basically, this modification makes it increasingly costly to transform output into investment, thus spreading out the spike to market investment in the face of a market technology shock.

(4) Adding adjustment or installation costs of investment. Again, by increasing the cost of undertaking a lot of investment in one period, these adjustment/installation costs serve to smooth out the previously discussed spike in market investment.

While the model overpredicts the volatility of investment, its performance with regards to capital variability is quite favorable, except perhaps for consumer durables. Presumably,
the fact that investment flows are small relative to the capital stocks explains why the excessive investment volatility does not spill over to the capital stock measures.

In the literature, lead-lag patterns usually do not garner much attention—Kydland and Prescott (1990) being a notable exception—although there are potentially important relationships to be addressed. Here, attention will be focused on areas in which the theory deviates substantially from the data. Consider, first, investment. In the data, market investment lags the cycle by one quarter, and investment in nonresidential structures lags by two quarters. The baseline model predicts that market investment and its components lead the cycle by one quarter. That is to say, the model predicts leads where the data shows lags. The same is true of home investment: the model predicts that home investment and its components lag the cycle by a quarter while in the data, consumer durables are coincident-to-leading, residential structures (housing) leads by a quarter, and home investment overall leads by a quarter. At least some of the mechanisms used to reduce investment volatility have had some success in terms of the lead-lag patterns.

Turning next to labor market lead-lag patterns, most notable is the fact that average labor productivity leads the cycle by two quarters, and investment in nonresidential structures lags by two quarters. The baseline model predicts that market investment and its components lead the cycle by one quarter. That is to say, the model predicts leads where the data shows lags. The same is true of home investment: the model predicts that home investment and its components lag the cycle by a quarter while in the data, consumer durables are coincident-to-leading, residential structures (housing) leads by a quarter, and home investment overall leads by a quarter. At least some of the mechanisms used to reduce investment volatility have had some success in terms of the lead-lag patterns.

5.1. With all shocks

Table 10 reports the findings for the model with both disembodied and investment-specific shocks. In this case, the parameters are as reported in Table 3, with the exception
of the autoregressive parameter on durables technological change which is set to 0.9999. Innovations to the home technology shock are assumed independent of the investment-specific shocks, but not the market technology shock. The parameters for the home shock are otherwise the same as for the market shock.

The first observation that stands out from Table 10 is that adding investment-specific shocks raises the model’s prediction for volatility of almost every macroeconomic series reported in this table. The investment-specific shocks serve to boost the volatility of the individual investment categories: market structures, 90 times that in the U.S. data; equipment & software, 13 times; housing, 55 times; and durables, 1.25 times. As with the baseline model, the negative correlations among the investment series implies that aggregate investment series are less volatile than the individual components; see Table 11.

While the business cycle results in this section are almost entirely negative, some important lessons nonetheless emerge. First, incorporating empirically plausible investment-specific technology shocks are unlikely to resolve the baseline model’s over-predictions for investment volatility, and are unlikely to resolve other anomalous investment behavior without introducing other problems; see Fisher (1997) for a related discussion couched in terms of the relative price of investment goods.

Second, the NIPA data may be a poor place to look for (direct) evidence regarding the business cycle behavior of investment-specific technology shocks. This observation is likely independent of whether or not the NIPA data adequately accounts for the longer term growth trends associated with investment-specific technological change. In particular, the shorter term movements in the relative price of investment goods may be dominated by factors other than pure changes in technology.

Together, these (tentative) conclusions pose another challenge to RBC/DSGE theory. First, it will be necessary to find mechanisms that can generate investment dynamics that conform with the data. Second, at some point it will be necessary to confront the relative price of investment goods data in order to understand the factors that drive these prices, and so why they are (apparently) a poor measure of investment-specific technology.

6. Conclusion

The major goal of this paper was to write down a ‘recipe’ for calibrating RBC/DSGE models that could be easily replicated. Several important features were added to an otherwise standard RBC model. First, home production was included because of its importance in the measurement of work time, investment, and capital. Second, investment-specific technology growth was incorporated because of its importance, along with balanced growth considerations, in delivering key parameter restrictions. Specifically, these factors suggest that market and home production are most likely Cobb–Douglas, not the more general CES production function. Third, having included investment-specific technological growth, it was appropriate to divide the market capital stock into nonresidential structures and equipment & software, and home capital between housing (residential structures) and consumer durables. This division was made because the growth of structures-specific technology is considerably lower than that embodied in equipment & software and durables.

Key aspects of the calibration are as follows:

(1) Capital’s share of income, as measured using private measures of income, is 0.283. This value is toward the low end of values typically used in the RBC/DSGE literature.
Depreciation rates were obtained by dividing depreciation, as reported by the BEA, by the corresponding stock of capital. The time series for these depreciation rates reveal that they have been rising over time—particularly for equipment & software which can be attributed to the growing importance of software and its high depreciation rate.

This paper advocates the use of investment–output ratios rather than capital–output ratios. Simply put, the periodic revisions to the capital stock data are so large, and the conceptual questions about what should be included in the capital stock are so difficult to satisfactorily answer, that estimates of the capital–output ratios are too unreliable to use as calibration targets. The discussion in Section 4.4 raises important issues.

Table 10  
Model with all shocks: selected moments

<table>
<thead>
<tr>
<th></th>
<th>Standard deviation</th>
<th>Cross correlation of real output with $x_{t-4}$</th>
<th>$x_{t-3}$</th>
<th>$x_{t-2}$</th>
<th>$x_{t-1}$</th>
<th>$x_t$</th>
<th>$x_{t+1}$</th>
<th>$x_{t+2}$</th>
<th>$x_{t+3}$</th>
<th>$x_{t+4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>2.21</td>
<td>0.09</td>
<td>0.27</td>
<td>0.51</td>
<td>0.80</td>
<td>1.00</td>
<td>0.80</td>
<td>0.51</td>
<td>0.27</td>
<td>0.09</td>
</tr>
<tr>
<td>Consumption</td>
<td>0.80</td>
<td>$-0.15$</td>
<td>$-0.09$</td>
<td>$-0.01$</td>
<td>0.10</td>
<td>0.08</td>
<td>0.08</td>
<td>0.16</td>
<td>0.21</td>
<td>0.23</td>
</tr>
<tr>
<td>Market</td>
<td>0.69</td>
<td>$-0.07$</td>
<td>0.10</td>
<td>0.33</td>
<td>0.64</td>
<td>0.83</td>
<td>0.68</td>
<td>0.53</td>
<td>0.40</td>
<td>0.28</td>
</tr>
<tr>
<td>Home</td>
<td>1.53</td>
<td>$-0.11$</td>
<td>$-0.15$</td>
<td>$-0.19$</td>
<td>$-0.24$</td>
<td>$-0.35$</td>
<td>$-0.28$</td>
<td>$-0.12$</td>
<td>0.00</td>
<td>0.08</td>
</tr>
<tr>
<td>Investment</td>
<td>6.49</td>
<td>0.13</td>
<td>0.30</td>
<td>0.52</td>
<td>0.79</td>
<td>0.98</td>
<td>0.78</td>
<td>0.47</td>
<td>0.22</td>
<td>0.03</td>
</tr>
<tr>
<td>Market</td>
<td>213.44</td>
<td>0.10</td>
<td>0.14</td>
<td>0.19</td>
<td>0.24</td>
<td>0.06</td>
<td>$-0.13$</td>
<td>$-0.12$</td>
<td>$-0.11$</td>
<td>$-0.09$</td>
</tr>
<tr>
<td>Structures</td>
<td>496.58</td>
<td>0.11</td>
<td>0.15</td>
<td>0.20</td>
<td>0.25</td>
<td>0.08</td>
<td>$-0.13$</td>
<td>$-0.12$</td>
<td>$-0.11$</td>
<td>$-0.09$</td>
</tr>
<tr>
<td>Equipment &amp; software</td>
<td>66.52</td>
<td>0.14</td>
<td>0.18</td>
<td>0.24</td>
<td>0.30</td>
<td>0.07</td>
<td>$-0.20$</td>
<td>$-0.17$</td>
<td>$-0.15$</td>
<td>$-0.12$</td>
</tr>
<tr>
<td>Home</td>
<td>138.55</td>
<td>$-0.08$</td>
<td>$-0.09$</td>
<td>$-0.10$</td>
<td>$-0.10$</td>
<td>0.12</td>
<td>0.28</td>
<td>0.21</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>Housing</td>
<td>544.87</td>
<td>$-0.11$</td>
<td>$-0.12$</td>
<td>$-0.14$</td>
<td>$-0.15$</td>
<td>0.12</td>
<td>0.35</td>
<td>0.26</td>
<td>0.19</td>
<td>0.13</td>
</tr>
<tr>
<td>Consumer durables</td>
<td>6.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.11</td>
<td>0.18</td>
<td>0.35</td>
<td>0.21</td>
<td>0.14</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>Hours</td>
<td>0.44</td>
<td>0.15</td>
<td>0.32</td>
<td>0.53</td>
<td>0.79</td>
<td>0.97</td>
<td>0.77</td>
<td>0.45</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>Market</td>
<td>1.25</td>
<td>0.15</td>
<td>0.32</td>
<td>0.53</td>
<td>0.79</td>
<td>0.97</td>
<td>0.77</td>
<td>0.45</td>
<td>0.20</td>
<td>0.01</td>
</tr>
<tr>
<td>Home</td>
<td>0.43</td>
<td>$-0.15$</td>
<td>$-0.32$</td>
<td>$-0.53$</td>
<td>$-0.79$</td>
<td>$-0.97$</td>
<td>$-0.77$</td>
<td>$-0.45$</td>
<td>$-0.20$</td>
<td>$-0.01$</td>
</tr>
<tr>
<td>Productivity (market)</td>
<td>1.04</td>
<td>0.01</td>
<td>0.20</td>
<td>0.44</td>
<td>0.75</td>
<td>0.96</td>
<td>0.77</td>
<td>0.54</td>
<td>0.35</td>
<td>0.19</td>
</tr>
<tr>
<td>Capital</td>
<td>0.61</td>
<td>$-0.35$</td>
<td>$-0.21$</td>
<td>$-0.01$</td>
<td>0.28</td>
<td>0.52</td>
<td>0.61</td>
<td>0.64</td>
<td>0.62</td>
<td>0.57</td>
</tr>
<tr>
<td>Market</td>
<td>1.79</td>
<td>0.05</td>
<td>0.22</td>
<td>0.45</td>
<td>0.74</td>
<td>0.80</td>
<td>0.59</td>
<td>0.41</td>
<td>0.26</td>
<td>0.14</td>
</tr>
<tr>
<td>Structures</td>
<td>1.81</td>
<td>$-0.01$</td>
<td>0.13</td>
<td>0.32</td>
<td>0.57</td>
<td>0.63</td>
<td>0.50</td>
<td>0.38</td>
<td>0.27</td>
<td>0.17</td>
</tr>
<tr>
<td>Equipment &amp; software</td>
<td>2.32</td>
<td>0.09</td>
<td>0.25</td>
<td>0.46</td>
<td>0.72</td>
<td>0.75</td>
<td>0.53</td>
<td>0.34</td>
<td>0.19</td>
<td>0.07</td>
</tr>
<tr>
<td>Home</td>
<td>1.31</td>
<td>$-0.37$</td>
<td>$-0.46$</td>
<td>$-0.55$</td>
<td>$-0.65$</td>
<td>$-0.49$</td>
<td>$-0.16$</td>
<td>0.08</td>
<td>0.25</td>
<td>0.35</td>
</tr>
<tr>
<td>Housing</td>
<td>9.24</td>
<td>$-0.34$</td>
<td>$-0.45$</td>
<td>$-0.57$</td>
<td>$-0.71$</td>
<td>$-0.59$</td>
<td>$-0.25$</td>
<td>0.00</td>
<td>0.18</td>
<td>0.30</td>
</tr>
<tr>
<td>Consumer durables</td>
<td>0.66</td>
<td>$-0.29$</td>
<td>$-0.24$</td>
<td>$-0.16$</td>
<td>$-0.03$</td>
<td>0.20</td>
<td>0.32</td>
<td>0.38</td>
<td>0.41</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Table 11  
Model with investment-specific shocks: investment correlations

<table>
<thead>
<tr>
<th></th>
<th>Market</th>
<th>Structures</th>
<th>Equipment &amp; software</th>
<th>Home</th>
<th>Housing</th>
<th>Durables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structures</td>
<td>0.52</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equipment &amp; software</td>
<td>0.56</td>
<td>0.33</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>$-0.25$</td>
<td>$-0.30$</td>
<td>$-0.33$</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housing</td>
<td>$-0.29$</td>
<td>$-0.37$</td>
<td>$-0.42$</td>
<td>0.52</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Durables</td>
<td>$-0.21$</td>
<td>$-0.34$</td>
<td>$-0.08$</td>
<td>0.28</td>
<td>0.29</td>
<td>1.00</td>
</tr>
</tbody>
</table>

(2) Depreciation rates were obtained by dividing depreciation, as reported by the BEA, by the corresponding stock of capital. The time series for these depreciation rates reveal that they have been rising over time—particularly for equipment & software which can be attributed to the growing importance of software and its high depreciation rate.

(3) This paper advocates the use of investment–output ratios rather than capital–output ratios. Simply put, the periodic revisions to the capital stock data are so large, and the conceptual questions about what should be included in the capital stock are so difficult to satisfactorily answer, that estimates of the capital–output ratios are too unreliable to use as calibration targets. The discussion in Section 4.4 raises important issues.
regarding the nonstationarity of at least some of the investment–output ratios. However, the same can be said of the capital–output ratios.

4) The pre-tax real interest rate for the U.S. economy is fairly high: 7.77% according to Siegel (1992) who used a very long time series of stock market returns, or 8.6% according to Poterba (1998) using NIPA income data and BEA capital stock data. The real interest rate can be used as a calibration target if the aggregator over market and home consumption goods is restricted to be Cobb–Douglas, in which case the growth rates of market and home capital can differ.

On a related issue, many home production papers have used very high income tax rates on the basis that such high tax rates are needed for the model to simultaneously deliver a reasonable value for capital’s share of income and a reasonable figure for the market capital–output ratio. Roughly speaking, these calculations have been made by varying the capital income tax rate, holding fixed the after-tax real interest rate. The appropriate calculation is to hold the pre-tax real interest rate fixed, allowing the after-tax real interest rate to vary with the capital income tax rate. In this case, the capital income tax rate has no effect on either the capital–output ratio or capital’s share of income.

5) Calculations of the Solow residual reveal that it is best characterized by an autoregressive parameter of 0.9641 and a standard deviation of its innovation of 0.0082, compared to more standard values of 0.95 and 0.00763, respectively. The parameter estimates are not too sensitive to how the Solow residual is calculated (for example, whether or not the capital stock is used). The properties of the Solow residual are used to assign values to the market shock. As shown in Section 5, the model continues to display the sort of business cycle phenomena that are familiar from the RBC/DSGE literature, despite the different values for the market technology shock.

6) The stochastic processes for investment-specific shocks were estimated using relative prices of investment goods obtained from NIPA data. The investment-specific shocks were found to be highly persistent, and in the case of nonresidential structures, quite variable.

Implications of the calibration were explored in Section 5. In general terms, the model’s business cycle predictions compare favorably with prior work in the RBC/DSGE literature. Several anomalies were noted:

1) While the variability of total investment compares favorably with that seen in the U.S. data, more disaggregated measures are far too volatile relative to the U.S. data. A related problem is that in the model, market and home investment are strongly negatively correlated whereas in the data, they are weakly positively correlated.

2) The model fails to capture the observed lead-lag patterns in the investment series. In the data, market investment lags the cycle and home investment leads; the model generates the opposite pattern.

3) In the data, average labor productivity leads the cycle by two quarters while hours lag by a quarter; the model predicts that both series are contemporaneous with the cycle.

4) Introducing investment-specific technology shocks, as estimated from the data, caused the model to grossly overpredict the volatility of all macroeconomic variables with the exception of market consumption. The implied variability of the various investment series is grossly at variance with the data. These findings suggest that introducing
relative price changes (equivalently, investment-specific technology shocks) is unlikely to solve the investment volatility and lead-lag patterns identified above. Understanding these relative price movements poses a challenge to RBC/DSGE theory.
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