AAU - Business Mathematics I
Lecture \#11, April 29, 2010

### 11.4 Properties of Matrices

## Addition properties:

- Associative: $(A+B)+C=A+(B+C)$
- Commutative: $A+B=B+A$
- Additive identity: $A+0=0+A=A$
- Additive inverse: $A+(-A)=0$


## Multiplication properties:

- Associative: $(A B) C=A(B C)$
- Multiplicative identity: $A I=I A=A$
- Multiplicative inverse: If $A$ is a square matrix and $A^{-1}$ exists, then $A A^{-1}=A^{-1} A=I$
- Note: $A B \neq B A$ (see the following example)

Example:

$$
\begin{aligned}
& A=\left(\begin{array}{ll}
1 & 3 \\
4 & 2
\end{array}\right), B=\left(\begin{array}{ll}
5 & -1 \\
2 & -3
\end{array}\right) \\
& A B=\left(\begin{array}{ll}
1 & 3 \\
4 & 2
\end{array}\right)\left(\begin{array}{ll}
5 & -1 \\
2 & -3
\end{array}\right)=\left(\begin{array}{ll}
11 & -10 \\
24 & -10
\end{array}\right) \\
& B A=\left(\begin{array}{ll}
5 & -1 \\
2 & -3
\end{array}\right)\left(\begin{array}{ll}
1 & 3 \\
4 & 2
\end{array}\right)=\left(\begin{array}{cc}
1 & 13 \\
-10 & 0
\end{array}\right)
\end{aligned}
$$

## Equality:

- Addition: If $A=B$, then $A+C=B+C$
- Left Multiplication: If $A=B$, then $C A=C B$
- Right multiplication: If $A=B$, then $A C=B C$


### 11.5 Inverse Matrix

Inverse of a square matrix: If $M$ is a square matrix of order $n$ and if there exists a matrix $M^{-1}$ such that

$$
M M^{-1}=M^{-1} M=I
$$

then $M^{-1}$ is called the inverse of $M$.
How to find an inverse matrix:

$$
M=\left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right)
$$

We are looking for

$$
M^{-1}=\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)
$$

such that $M M^{-1}=M^{-1} M=I$
So we have:

$$
\begin{aligned}
& \left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right)\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& \left(\begin{array}{cc}
2 a+3 b & 2 c+3 d \\
a+2 b & c+2 d
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
\end{aligned}
$$

These matrices represent the following system:

$$
\begin{aligned}
2 a+3 b & =1 & & 2 c+3 d=0 \\
a+2 b & =0 & & c+2 d=1
\end{aligned}
$$

Solving these two systems we find that $a=2, b=-1, c=-3, d=2$ and therefore

$$
M^{-1}=\left(\begin{array}{cc}
2 & -3 \\
-1 & 2
\end{array}\right)
$$

We can check if $M^{-1}$ is really inverse matrix to $M$ :

$$
M M^{-1}=\left(\begin{array}{ll}
2 & 3 \\
1 & 2
\end{array}\right)\left(\begin{array}{cc}
2 & -3 \\
-1 & 2
\end{array}\right)=\left(\begin{array}{ll}
2 \times 2+3 \times(-1) & 2 \times(-3)+3 \times 2 \\
1 \times 2+2 \times(-1) & 1 \times(-3)+2 \times 2
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

This method to find an inverse matrix gets more complicated for larger matrices, but we can use an alternative method:

Example: Find the inverse of the following matrix:

$$
M=\left(\begin{array}{ccc}
1 & -1 & 1 \\
0 & 2 & -1 \\
2 & 3 & 0
\end{array}\right)
$$

We start as before:

$$
\left(\begin{array}{ccc}
1 & -1 & 1 \\
0 & 2 & -1 \\
2 & 3 & 0
\end{array}\right)\left(\begin{array}{ccc}
a & d & g \\
b & e & h \\
c & f & i
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

This holds if

$$
\begin{array}{rlrlrl}
a-b+c & =1 & d-e+f & =0 & g-h+i & =0 \\
2 b-c & =0 & 2 e-f & =1 & 2 h-i & =0 \\
2 a+3 b & =0 & 2 d+3 e & =0 & 2 g+3 h & =1
\end{array}
$$

with corresponding matrices:

$$
\left(\begin{array}{ccc|c}
1 & -1 & 1 & 1 \\
0 & 2 & -1 & 0 \\
2 & 3 & 0 & 0
\end{array}\right), \quad\left(\begin{array}{ccc|c}
1 & -1 & 1 & 0 \\
0 & 2 & -1 & 1 \\
2 & 3 & 0 & 0
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ccc|c}
1 & -1 & 1 & 0 \\
0 & 2 & -1 & 0 \\
2 & 3 & 0 & 1
\end{array}\right)
$$

Since the left side of all matrices is the same we would use the same operations to transform them into identity matrices in order to get the solution. This process can be facilitated by combining all three matrices into the single one:

$$
\left(\begin{array}{ccc|ccc}
1 & -1 & 1 & 1 & 0 & 0 \\
0 & 2 & -1 & 0 & 1 & 0 \\
2 & 3 & 0 & 0 & 0 & 1
\end{array}\right)
$$

Now, we transform matrix to the left from the vertical line into the identity matrix and the new matrix to the right from the vertical line is the inverse matrix that we are looking for.

$$
\begin{aligned}
& \left(\begin{array}{ccc|ccc}
1 & -1 & 1 & 1 & 0 & 0 \\
0 & 2 & -1 & 0 & 1 & 0 \\
2 & 3 & 0 & 0 & 0 & 1
\end{array}\right) \stackrel{(-2)}{\downarrow} \sim\left(\begin{array}{ccc|ccc}
1 & -1 & 1 & 1 & 0 & 0 \\
0 & 2 & -1 & 0 & 1 & 0 \\
0 & 5 & -2 & -2 & 0 & 1
\end{array}\right) / 2 \sim \\
& \left(\begin{array}{ccc|ccc}
1 & -1 & 1 & 1 & 0 & 0 \\
0 & 1 & -1 / 2 & 0 & 1 / 2 & 0 \\
0 & 5 & -2 & -2 & 0 & 1
\end{array}\right) \underset{\swarrow}{(-5)} \sim\left(\begin{array}{ccc|ccc}
1 & -1 & 1 & 1 & 0 & 0 \\
0 & 1 & -1 / 2 & 0 & 1 / 2 & 0 \\
0 & 0 & 1 / 2 & -2 & -5 / 2 & 1
\end{array}\right) \nearrow \begin{array}{l}
\nearrow
\end{array} \\
& \left(\begin{array}{ccc|ccc}
1 & 0 & 1 / 2 & 1 & 1 / 2 & 0 \\
0 & 1 & 0 & -2 & -2 & 1 \\
0 & 0 & 1 / 2 & -2 & -5 / 2 & 1
\end{array}\right) \quad \begin{array}{cc} 
\\
(-1) & \nearrow \\
\times 2
\end{array} \sim\left(\begin{array}{ccc|ccc}
1 & 0 & 0 & 3 & 3 & -1 \\
0 & 1 & 0 & -2 & -2 & 1 \\
0 & 0 & 1 & -4 & -5 & 2
\end{array}\right)
\end{aligned}
$$

Hence,

$$
M^{-1}=\left(\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right)
$$

Again, you can check that $M M^{-1}=I$.

## Solving a Matrix Equation

Problem: Given an $n \times n$ matrix $A$ and $n \times 1$ column matrices $B$ and $X$, solve $A X=B$ for $X$.

## Solution:

$$
\begin{aligned}
& A X=B \\
& A^{-1}(A X)=A^{-1} B \\
& \left(A^{-1}\right) A X=A^{-1} B \\
& I X=A^{-1} B \\
& X=A^{-1} B
\end{aligned}
$$

## Using inverses to solve systems of equations:

Solve the following system of linear equations:

$$
\begin{array}{r}
x-y+z=1 \\
2 y-z=1 \\
2 x+3 y=1
\end{array}
$$

Solution: We start by rewriting this system into the matrix form:

$$
\left.\begin{array}{ccc}
A & X & B \\
\left(\begin{array}{ccc}
1 & -1 & 1 \\
0 & 2 & -1 \\
2 & 3 & 0
\end{array}\right)
\end{array} \begin{array}{c}
X \\
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
\end{array}=\begin{array}{l}
1 \\
1 \\
1
\end{array}\right), ~ \$
$$

From the previous example we know, that the inverse matrix to matrix $A$ is:

$$
A^{-1}=\left(\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right)
$$

Thus we have:

$$
\left(\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right)\left(\begin{array}{ccc}
1 & -1 & 1 \\
0 & 2 & -1 \\
2 & 3 & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)=\left(\begin{array}{c}
5 \\
-3 \\
-7
\end{array}\right)
$$

Therefore the solution to our system is $x=5, y=-3$ and $z=-7$.

### 11.6 Determinant

Determinants: Determinant is a real number associated with each square matrix. If $A$ is a square matrix, then the determinant of $A$ is denoted by $\operatorname{det} \mathbf{A}$ of by writing the array of elements in $A$ using vertical lines in place of square brackets. For example, if

$$
A=\left(\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right)
$$

then the determinant is denoted

$$
\operatorname{det}\left(\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right)=\left|\begin{array}{ccc}
3 & 3 & -1 \\
-2 & -2 & 1 \\
-4 & -5 & 2
\end{array}\right|
$$

## Value of a second-order determinant:

$$
\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|=a_{11} a_{22}-a_{21} a_{12}
$$

Examples:

$$
\begin{aligned}
& \left|\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right|=1 \times 4-3 \times 2=-2 \\
& \left|\begin{array}{cc}
-1 & 2 \\
-3 & -4
\end{array}\right|=(-1) \times(-4)-(-3) \times 2=10
\end{aligned}
$$

## Value of a third-order determinant:

$$
\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|=a_{11} a_{22} a_{33}-a_{11} a_{32} a_{23}+a_{21} a_{32} a_{13}-a_{21} a_{12} a_{33}+a_{31} a_{12} a_{23}-a_{31} a_{22} a_{13}
$$

Note: you do not need to remember this formula, there are two options how to calculate a thirdorder determinant:

Copy the first two lines of the matrix below it:

| $a_{11}$ | $a_{12}$ | $a_{13}$ |
| :--- | :--- | :--- |
| $a_{21}$ | $a_{22}$ | $a_{23}$ |
| $a_{31}$ | $a_{32}$ | $a_{33}$ |
| $a_{11}$ | $a_{12}$ | $a_{13}$ |
| $a_{21}$ | $a_{22}$ | $a_{23}$ |

Now the determinant is just a sum of products of elements on main diagonals with positive sign and elements on secondary diagonals with negative signs:

$$
\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|=a_{11} a_{22} a_{33}+a_{21} a_{32} a_{13}+a_{31} a_{12} a_{23}-a_{31} a_{22} a_{13}-a_{11} a_{32} a_{23}-a_{21} a_{12} a_{33}
$$

Example: Find the following determinant:

$$
\left|\begin{array}{ccc}
2 & -2 & 0 \\
-3 & 1 & 2 \\
1 & -3 & -1
\end{array}\right|
$$

$\begin{array}{lll}2 & -2 & 0\end{array}$
$\begin{array}{lll}-3 & 1 & 2\end{array}$
$1-3-1=2 \cdot 1 \cdot(-1)+(-3) \cdot(-3) \cdot 0+1 \cdot(-2) \cdot 2-0 \cdot 1 \cdot 1-2 \cdot(-3) \cdot 2-(-1) \cdot(-2) \cdot(-3)=$
$\begin{array}{lll}2 & -2 & 0\end{array}$
$-3 \quad 1 \quad 2$

$$
=-2-4+12+6=12
$$

